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ABSTRACT

If $A$ is an invertible $n \times n$ matrix with entries in the finite field $\mathbb{F}_q$, let $T_n(A)$ be its minimum period or exponent, i.e., its order as an element of the general linear group $GL(n,q)$. The main result is, roughly, that $T_n(A) = q^{n-(\log n)^{1+o(1)}}$ for almost every $A$.

1. Introduction

Let $G_n$ be the group of invertible $n \times n$ matrices with entries in the finite field $\mathbb{F}_q$. For $A \in G_n$, let $T_n(A)$ be the order or minimum period of $A$, i.e., the smallest $m > 0$ such that $A^m$ is the identity matrix. Recently Stong [23] estimated the expected order:

$$\frac{1}{|G_n|} \sum_{A \in G_n} T_n(A) = \frac{q^n}{n^{1+o(1)}}$$

Although the average order is $q^{n-(\log n)^{1+o(1)}}$, most of the contribution to this average is from a small set of matrices with exceptionally large orders. It is therefore reasonable to ask how large the order is for a typical matrix. A rough statement of the main result in this paper (Theorem 13 and its corollary) is that almost every element of $G_n$ has order $q^{n-(\log n)^{2+o(1)}}$.

Theorem 13 will be reduced to a seemingly different question about random polynomials. Let $U_n$ be the set of monic degree $n$ polynomials in $\mathbb{F}_q[x]$, and let
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\( \mathcal{P}_n \) be the set of polynomials in \( \mathcal{U}_n \) that have non-zero constant terms. Suppose 
\( f = \lambda^n - a_{n-1}\lambda^{n-1} - a_{n-2}\lambda^{n-2} - \cdots - a_1\lambda - a_0 \) is in \( \mathcal{P}_n \). Let \( C_f \) be the companion matrix of \( f \), i.e.
\[
C_f := \begin{pmatrix}
0 & 1 & 0 & 0 & \cdots & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & \cdots & 0 \\
0 & 0 & 0 & 1 & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & 0 \\
a_0 & a_1 & a_2 & \cdots & \cdots & a_{n-2} & a_{n-1}
\end{pmatrix}
\]

Then \( C_f \) is an element of \( \mathcal{G}_n \). Abusing notation slightly, we call \( \mathcal{T}_n(C_f) \) the order of \( f \) and write \( \mathcal{T}_n(f) \). If \( f \in \mathcal{U}_n \), then there is a unique \( \nu \geq 0 \) and \( g \in \mathcal{P}_{n-\nu} \) such that \( f = \lambda^\nu g \). We extend \( \mathcal{T}_n \) to \( \mathcal{U}_n \) by defining \( \mathcal{T}_n(f) = \mathcal{T}_n-\nu(g) \). Theorem 1 states, roughly, that for almost every \( f \in \mathcal{U}_n \), \( \mathcal{T}_n(f) = q^{n-(\log n)^{2+\epsilon}} \). The tool that enables us to efficiently reduce Theorem 13 to Theorem 1 is an approximation theorem of Jennie Hanseo and mine. A rough and informal statement of this theorem is that, except for its small factors, the characteristic polynomial of a typical matrix in \( \mathcal{G}_n \) resembles a typical monic degree \( n \) polynomial.

2. Preliminaries

Let \( Q_n^{(1)} \) be the uniform probability measure on \( \mathcal{U}_n \). Let \( Q_n^{(2)} \) be the probability measure on \( \mathcal{U}_n \) that is induced by the uniform measure on \( \mathcal{G}_n \), namely
\[
Q_n^{(2)}(\{ f \}) = \frac{1}{|\mathcal{G}_n|} \left| \left\{ A \in \mathcal{G}_n : f \text{ is the characteristic polynomial of } A \right\} \right|.
\]

Let \( \epsilon_n := \frac{1}{\log \log n} \). Our first goal is to prove

**Theorem 1:** Let \( \mathcal{B}_n := \left\{ f : q^{n-(\log n)^{2+\epsilon_n}} \leq \mathcal{T}_n(f) \leq q^{n-(\log n)^{3+\epsilon_n}} \right\} \). There is a constant \( N_q \) such that, for all \( n \geq N_q \),
\[
1 - \epsilon_n \leq Q_n^{(1)}(\mathcal{B}_n) \leq 1.
\]

(The corresponding result for \( Q_n^{(2)} \) is Theorem 13.) The proof of Theorem 1 will not be completed until the end of Section 6. In the remainder of this section, some basic number theoretic facts are collected for future reference. The first of these basic facts is "well known" [21]:

Theorem 2 provides a bound. Lemma 3 proves we need some notation. Theorem 13 states, roughly, that for almost every \( f \in \mathcal{U}_n \), \( \mathcal{T}_n(f) = q^{n-(\log n)^{2+\epsilon}} \). The tool that enables us to efficiently reduce Theorem 13 to Theorem 1 is an approximation theorem of Jennie Hanseo and mine. A rough and informal statement of this theorem is that, except for its small factors, the characteristic polynomial of a typical matrix in \( \mathcal{G}_n \) resembles a typical monic degree \( n \) polynomial.

**Lemma 3:** For all \( f \),
\[
\prod_{d \mid q} \Phi_d(f) \leq L
\]

**Proof:** The upper bound holds.

For the lower bound, positive integers \( i \leq \beta(\ell, i) := \text{the large} \)
\( \gamma(\ell, i) := \text{the large} \)
\( B(\ell) := \max \{ \beta(\ell) \}
\]

Then

\[
1 - \epsilon_n \leq Q_n^{(1)}(\mathcal{B}_n) \leq 1.
\]
Suppose \( f \in \mathcal{U}_n \) factor as \( f = \lambda^n p_1^n p_2^n \cdots p_\omega^n \), where the \( p_i \)'s are distinct, monic, irreducible polynomials in \( \mathbb{F}_q[\lambda] \) that are all different from \( \lambda \) and have respective degrees \( d_1 \leq d_2 \leq \cdots \leq d_\omega \). Let \( \tau_i \) be the order of \( p_i \) (i.e., the order that any root of \( p_i \) has in the splitting field of \( p_i \)). Finally, let \( p \) be the characteristic, \( \rho := \max\{\tau_1, \ldots, \tau_\omega\} \), and let \( t \) be the least positive integer for which \( p^t \geq \rho \). Then \[
abla_n(f) = p^t \cdot \text{LCM}(\tau_1, \tau_2, \ldots, \tau_\omega).\]

Theorem 2 provides an expression for \( \nabla_n(f) \) that is exact but difficult to handle. Lemma 3 provides bounds for \( \nabla_n(f) \) that are more convenient. But first we need some notation. Let \( \Omega_d(f) \) denote the number (counted with multiplicity) of irreducible factors of \( f \) whose degree is divisible by \( d \). For \( d > 1 \), let \( w_d(f) := \max(0, -1 + \Omega_d(f)) \). For \( d = 1 \), let \( w_1(f) := \max(0, -1 - \Omega_1(f) - v) \). (As before, \( v \) is the integer for which \( \lambda^v \) divides \( f \), but \( \lambda^{v+1} \) does not.) Finally let \( \Phi_d = \Phi_d(q) \) denote the \( d \)'th cyclotomic polynomial evaluated at \( q \). Then, in the notation of Theorem 2, we have

**Lemma 3:** For all \( f \in \mathcal{U}_n \),
\[
\prod_{d}^{\tau_1, \tau_2, \ldots, \tau_\omega} \Phi_d^{w_d} \leq \text{LCM}(\tau_1, \tau_2, \ldots, \tau_\omega) \leq \frac{(q^{d_1} - 1) \cdots (q^{d_\omega} - 1)}{\prod_{d}^{\Phi_d^{w_d}}}. 
\]

**Proof:** The upper bound was observed by Stong [23]. It is a consequence of the fact that \( \tau_i \) divides \( q^{d_i} - 1 \), and the identity
\[
(2) \quad \text{LCM}(q^{d_1} - 1, q^{d_2} - 1, \ldots, q^{d_\omega} - 1) = \frac{(q^{d_1} - 1) \cdots (q^{d_\omega} - 1)}{\prod_{d}^{\Phi_d^{w_d}}}. 
\]

For the lower bound, we need some definitions. For all primes \( \ell \), and for all positive integers \( i \leq \omega \) define:

\( \beta(\ell, i) := \) the largest \( k \) for which \( \ell^k \) divides \( \tau_i \),
\( \gamma(\ell, i) := \) the largest \( k \) for which \( \ell^k \) divides \( q^{d_i} - 1 \),
\( B(\ell) := \max\{\beta(\ell, 1), \beta(\ell, 2), \ldots, \beta(\ell, \omega)\} \), and
\( \Gamma(\ell) := \max\{\gamma(\ell, 1), \gamma(\ell, 2), \ldots, \gamma(\ell, \omega)\} \).

Then \[
\prod_{\text{primes } \ell}^{\tau_1, \tau_2, \ldots, \tau_\omega} \ell^{\beta(\ell, 1) + \beta(\ell, 2) + \ldots + \beta(\ell, \omega)}.
\]
and

\begin{equation}
\text{LCM}(\tau_1, \tau_2, \ldots, \tau_\omega) = \prod_{\text{primes } \ell} \ell^{B(\ell)} = \prod_{\ell|\text{primes } \ell} \frac{\tau_1 \cdot \tau_2 \cdot \ldots \cdot \tau_\omega}{\ell^{B(\ell)} + B(\ell, 1) + B(\ell, 2) + \ldots + B(\ell, \omega)}.
\end{equation}

From (2) we have

\begin{equation}
\prod_d \Phi_d^{\omega_d} = \prod_{\text{primes } \ell} \ell^{-\Gamma(\ell) + \gamma(\ell, 1) + \gamma(\ell, 2) + \ldots + \gamma(\ell, \omega)}.
\end{equation}

Comparing (3) and (4), we see that it is sufficient to verify that, for all primes \( \ell \),

\[-\Gamma(\ell) + \gamma(\ell, 1) + \gamma(\ell, 2) + \ldots + \gamma(\ell, \omega) \geq -B(\ell) + B(\ell, 1) + B(\ell, 2) + \ldots + B(\ell, \omega) .\]

Because \( \tau_i \) divides \( q^{\omega_i} - 1 \) \( (i = 1, \ldots, \omega) \), we must have \( \gamma(\ell, j) \geq B(\ell, j) \) for all \( j \leq \omega \). If we choose \( j_i \) so that \( \gamma(\ell, j_i) = \Gamma(\ell) \), then we have

\[-\Gamma(\ell) + \gamma(\ell, 1) + \gamma(\ell, 2) + \ldots + \gamma(\ell, \omega) = \sum_{j=1}^{\omega} \gamma(\ell, j) \]

\[\geq \sum_{j \neq j_i} \beta(\ell, j) = -3(\ell, j_i) - \sum_{j=1}^{\omega} \beta(\ell, j) \geq -B(\ell) + \sum_{j=1}^{\omega} \beta(\ell, j) .\]

It is clear from Lemma 3 that we shall need estimates for the cyclotomic polynomials evaluated at \( q \). The following crude estimates suffice.

**Lemma 4:** For all prime powers \( q \) and all positive integers \( \omega \),

\[q^{\frac{1}{\omega}} < \Phi \leq q^{\frac{1}{\omega}} + \varepsilon .\]

**Proof:** The lower bound is proved in Kiss and Phong [19]. The upper bound is undoubtedly known, but I do not know a reference. An easy proof can be based on the identity

\[\Phi_d = \prod_{1 \leq a \leq d, \gcd(d, a) = 1} (q - e^{2\pi i a/q}) .\]

We have

\[|\Phi_d(q)| = q^{\omega_d} \prod_{1 \leq a \leq d, \gcd(a, d) = 1} \left|1 - \frac{1}{q} e^{2\pi i a/q}\right| ,\]

as \( n \to 2 \).
Then, using the fact that

\[ \left| \left( 1 - \frac{1}{q} e^{2\pi i \alpha/q} \right) \right| \leq \left( 1 + \frac{1}{q} \right), \]

we get

\[ \Phi_d \leq \left( q \left( 1 + \frac{1}{q} \right) \right)^{\omega(d)} \]

Since \( q(1 + \frac{1}{q}) < q^2 \), we have \( \Phi_d < q^{2\omega(d)} \).

Finally, we remark that the probability of a polynomial depends only on the degrees of its irreducible factors and their multiplicities. More precisely, suppose that \( f = \lambda^\nu \prod_{i=1}^\nu \Phi_i^\alpha_i \) and \( g = \lambda^\nu \prod_{i=1}^\nu q_i^\beta_i \) are the canonical factorizations of \( f \) and \( g \) respectively, and suppose that \( \text{degree}(\Phi_i) = \text{degree}(q_i) \) for \( i = 1, 2, \ldots, \omega \). Obviously \( Q_n^{(v)}(\{ f \}) = Q_n^{(v)}(\{ q \}) \). It is less obvious, but no less true, that \( Q_n^{(v)}(\{ f \}) = Q_n^{(v)}(\{ g \}) \). (See, for example, Gerstenhaber [13].)

3. Small divisors

Let \( \omega_k(f) \) denote the number of different irreducible monic polynomials that divide \( f \) and whose degree is divisible by \( d \). For example, if \( f \in \mathbb{P}_n \), then \( \omega_1 = \omega \). Otherwise \( \omega_1 = \omega + 1 \), the number of distinct irreducible factors that \( f \) has. Theorem 5 tells us how large the \( \omega_k \)'s typically are. For related results, see Barbour, Arratia and Tavaré [1], Car [4], Gao and Richmond [12], Flajolet and Odlyzko [9], Flajolet and Soria [10-11], Hansen [16], Stong [24].

**Theorem 5:** Let

\[ \mu = \mu(d,n) := \frac{1}{d} \log \left( \frac{n}{d} \right), \]

and let \( \sigma = \sigma(d,n) := \sqrt{\mu}. \) Let \( D_n \) be a sequence of positive real numbers with \( D_n = o(\log n) \). If \( d = d(n) \leq D_n \), then for any fixed real number \( t \) and for \( i = 1 \) or \( 2 \),

\[ Q_n^{(v)} \left( \frac{\omega_d - \mu}{\sigma} \leq i \right) = \frac{1 + o(1)}{\sqrt{2\pi}} \int e^{-s^2/2} ds \]

as \( n \to \infty \). Furthermore, there is an absolute constant \( N_0 \) such that, for any \( i > 0 \), and for all \( n \geq N_0 \), we have

\[ Q_n^{(v)} \left( \left| \omega_d - \mu \right| > \delta \mu \right) < 2e^{-\delta^2/2\sigma^2} \]
(The constant $N_0$ can be chosen uniformly for all $d \leq D_n$.)

Proof: Define $I_d(p) := 1$ if the degree of $p$ (denoted $||p||$) is divisible by $d$, and $I_d(p) := 0$ otherwise. Let

$$F(x, y) := \prod_p (1 + y^{I_d(p)} \sum_{m \geq 1} \left( \frac{z}{q} \right)^{m||p||}),$$

where the product is over all monic irreducible polynomials. Note that $Q^{(1)}(\omega_d = k)$ is the coefficient of $x^n y^k$ in $F(x, y)$. Let $M_n(t) = [z^n] F(x, e^t) = E^{(1)}_n(e^{\omega_d})$ be the “moment generating function” for $\omega_d$. Here $[z^n]$ means “the coefficient of $x^n$ in...” It is well known [5] that the first part of Theorem 5 (for $i = 1$) will follow if one can prove that, for any fixed real number $t$,

$$e^{-\mu(t)} M_n(t/e) = e^{t^2/2(1 + o(1))}$$

as $n \to \infty$. In fact, a little bit more than this is true. Given $t_0 > 0$, we find that (5) holds uniformly for all $t$ in the interval $-t_0 \leq t \leq t_0$. The proof will be similar to that of the main theorem in [14]. Some parts of the proof are omitted to avoid repetition. Let $\epsilon(d)$ be the number of monic polynomials in $\mathbb{F}_q[x]$ that are irreducible over $\mathbb{F}_q$ and have degree $d$. For future reference, we record the well known fact that

$$\frac{q^d}{d} (1 - q^{-d/2}) \leq \epsilon(d) \leq \frac{q^d}{d}.$$

Then we have

$$M_n(t) = [z^n] \prod_{k \equiv 0(d)} \left(1 + e^t \sum_{m \geq 1} \left( \frac{z}{q} \right)^{m k} \epsilon(k) \right) \prod_{k \equiv 0(d)} \left(1 + \sum_{m \geq 1} \left( \frac{z}{q} \right)^{m k} \epsilon(k) \right).$$

If we let

$$\Psi_k(x) = 1 + \sum_{m \geq 1} \left( \frac{x}{q} \right)^{m k},$$

then it is known [4] (and perhaps obvious [25]) that

$$\prod_k \Psi_k(x) = \frac{1}{1 - \frac{1}{x}}.$$

We also have

$$M_n(t) = [z^n] \frac{1}{1 - \frac{1}{x}} \prod_{k \equiv 0(d)} \left( \frac{1}{\Psi_k} + e^t \left(1 - \frac{1}{\Psi_k} \right) \right)^{\epsilon(k)}.$$
\[ D_n \]

\[ |p|| \text{ is divisible by } d, \text{ and } \]

\[ \sum \]

\[ M_n(t/\sigma) = \left[ x^n \right] \frac{1}{1 - x} \prod_{k \equiv 0(n)} \left( 1 + z \left( 1 - \frac{1}{\Psi_k} \right) \right)^{z(k)} \]

Until now, all generating functions have been treated as formal power series. For \( x \) in the open unit disc, define

\[ \delta_n(x) := \sum_{k \equiv 0(n)} \epsilon(k) \log \left( 1 + z \left( 1 - \frac{1}{\Psi_k} \right) \right) - z \sum_{k \equiv 0(n)} \frac{x^k}{k}, \]

where \( \log \) denotes the principal branch of the logarithm. This requires the comment that \( z = O(t_0/\sigma) = o(1) \), and also that

\[ 1 - \frac{1}{\Psi_k} = \left( \frac{x}{q} \right)^k + O \left( \frac{x^2}{q^{2k}} \right) = O(1). \]

Thus

\[ e^{\delta_n(x)} = (1 - x^d)^{-z/d} \prod_{k \equiv 0(n)} \left( 1 + z \left( 1 - \frac{1}{\Psi_k} \right) \right)^{z(k)}. \]

As in [14], we can analytically continue \( \delta_n \) to a disc with any radius less than \( \sqrt{q} \).

To be definite, let \( D \) be the closed disc of radius \( (1 + \sqrt{2})/2 \), and let \( \Delta_n \) denote the extension of \( \delta_n \) to \( D \). The extended functions \( \Delta_n(x) \) are uniformly bounded on \( D \), and for all \( x \in D \), \( \Delta_n(x) \to 0 \) as \( n \to \infty \). Returning to (7), we have

\[ M_n(t/\sigma) = \left[ x^n \right] \frac{e^{\Delta_n(x)}}{(1 - x)(1 - x^d)^{z/d}} = B^{(n)} + R^{(n)}, \]

where

\[ B^{(n)} := \left[ x^n \right] \frac{e^{\Delta_n(1)}}{(1 - x)(1 - x^d)^{z/d}}, \]

and

\[ R^{(n)} := \left[ x^n \right] \frac{e^{\Delta_n(x)} - e^{\Delta_n(1)}}{(1 - x)(1 - x^d)^{z/d}}. \]

It is relatively easy to estimate \( B^{(n)} \):

\[ B^{(n)} = e^{\Delta_n(1)} \sum_{k=0}^{n} \frac{x^k}{(1 - x^d)^{-z/d}} = e^{\Delta_n(1)} \left[ u^{m/x} \right] (1 - u)^{-z/d}. \]

\[ = e^{\Delta_n(1)} \left( \left\lfloor \frac{x}{d} \right\rfloor + \frac{d}{2} \right) = e^{\Delta_n(1)} \left[ n/d \right] (1 + o(1)). \]
Recall that
\[ \Delta_n(1) = o(1) \quad \text{and} \quad z = \frac{t}{\sigma} + \frac{t^2}{2\sigma^2} + O\left(\frac{t^3}{\sigma^3}\right). \]
Hence
\[ e^{-t\mu/\sigma} B^{(n)} = e^{t^2/2(1 + o(1))}. \]

Using arguments similar to those in [14], one can prove that \( R^{(n)} = o(B^{(n)}) \).
This completes the proof of the first part of the lemma for \( i = 1 \).

The computations are analogous for \( i = 2 \), but are slightly more complicated.
In place of the generating function \( F(x, y) \), one has
\[ \prod_p \left( 1 + y e^{(s - 1)} \sum \frac{q_{j|l}(j - 1) - j\delta_{l, j}}{(q_{j|l}(j - 1) - j)(\delta_{l, j} - 1) \cdots (\delta_{l, j} - 1)} \right). \]

The details are omitted because the argument is almost identical to that in [14].

For the second part of Theorem 5, begin with the observation that, for \( i = 1 \)
or 2,
\[ Q_n^{(i)}(\omega_d - \mu > \delta \mu) = Q_n^{(i)}(\exp\left(\frac{\omega_d}{\sigma}\right) > e^{(1+\delta)\mu/n}). \]

On the other hand, for any \( y > 0 \), and any non-negative random variable \( X \),
\[ E_n^{(i)}(X) \geq y \cdot Q_n^{(i)}(X \geq y). \] In particular, taking \( y = e^{(1+\delta)\mu/n} \) and \( X = e^{\omega_d/\sigma} \),
we get
\[ Q_n^{(i)}(\omega_d - \mu > \delta \mu) \leq e^{-(\delta + 1)\mu/n} E_n^{(i)}\left(\exp\left(\frac{\omega_d}{\sigma}\right)\right) \cdot e^{-\delta \mu/n} P_n^{(i)}\left(\exp\left(\frac{\omega_d - \mu}{\sigma}\right)\right). \]
However, by (5) (and its analog for \( i = 2 \)) we have,
\[ E_n^{(i)}\left(\exp\left(\frac{\omega_d}{\sigma}\right)\right) \geq c \cdot (1 + o(1)). \]

Similar arguments yield
\[ Q_n^{(i)}(\omega_d - \mu < \delta \mu) \leq \sqrt{c} \cdot (1 + o(1)) e^{-\delta \mu/\sigma}. \]

If we let \( D_n := (\log n)^{1-\epsilon_n/2} \), then we have

**Corollary:** Let \( A_n \) be the event that the inequalities \( |w_d - \mu| \leq \frac{\mu}{2} \) are all satisfied \((d = 1, 2, \ldots, D_n)\). Then, for \( i = 1 \) or 2,
\[ Q_n^{(i)}(A_n) = 1 + o(\epsilon_n). \]

**Proof:** Observe that, for all \( d, \)
\[ |w_d - \mu| \leq |w_d - \mu| + |w_d - \omega_d|. \]

It follows directly from Theorem 5 that
\[ Q_n^{(i)}(\omega_d - \mu > \frac{1}{4} \mu \text{ for some } d \leq D_n) = o(\epsilon_n). \]
It therefore suffices to prove that
\[ Q_n^{(i)}(\omega_d - \omega_d < \frac{1}{4} \mu \text{ for all } d \leq D_n) = 1 + o(\epsilon_n). \]

In this case, define \( \alpha = \alpha_d(f) \) to be the number of irreducible factors of degree \( d \), counted with multiplicity, that the characteristic polynomial of \( f \) has. Let \( \alpha_k \)
we have
\[ |w_d - \omega_d| \leq \sum_{j=1}^{1/\epsilon_n} \frac{1}{\epsilon_n} < \frac{1}{4} \mu. \]

4. Upper bound

In Theorems 1 and 13, the upper bounds for \( T_n \) are relatively easy; we are already
in a position to prove them. If \( f \in U_n \), then by Theorem 2 and Lemma 3, we have
\[ T_n(f) \leq p^n \cdot \left(\frac{q_{d_1} - 1, q_{d_2} - 1, \ldots, q_{d_n} - 1}{\prod_{d=1}^{\infty} \Phi_d^{p^n}}\right). \]

To estimate the numerator of (8), note that
\[ (q_{d_1} - 1) \cdot (q_{d_2} - 1) \cdots (q_{d_n} - 1) < q_{d_1} + q_{d_2} + \cdots + q_{d_n} \leq q^n. \]
Also
\[ p^n \leq q^n \leq q^{n \cdot (\log n)}. \]
Finally, since \( \Phi_d(q) \geq 1 \) for all \( d \), we get can get a bound for the denominator of (8) by restricting the product to \( d \)'s less than \( D_n := \left\lfloor (\log n)^{1-\epsilon_n/2} \right\rfloor \):

\[
\prod_{d=1}^{D_n} \Phi_d^{\omega(d)} \geq \prod_{d=1}^{D_n} \Phi_d^{\omega(d)}.
\]

Putting these three estimates into (8) we get, for all \( f \) in \( U_n \),

\[
T_n(f) < \frac{g_{\epsilon_n} q^{\omega(d) \log n} / \delta d} {\Phi_d^{\omega(d)} \geq \prod_{d=1}^{D_n} \Phi_d^{\omega(d)}}.
\]

Lemma 4 and the corollary to Theorem 5 together imply that, with probability \( 1 + O(\epsilon_n) \),

\[
\prod_{d \leq D_n} q^{\omega(d) \log n} / \delta d \leq \prod_{d \leq D_n} \Phi_d^{\omega(d)} \leq \prod_{d \leq D_n} q^{\omega(d) \log n} / \delta d.
\]

It is well known [18, chapter 4] that, as \( y \rightarrow \infty \),

\[
\sum_{d=1}^{y} \frac{\omega(d)}{d} = \frac{6}{\pi^2} \log(1 + o(1)).
\]

Putting this into (10) (with \( y = \xi \)), we conclude that, with probability \( 1 + O(\epsilon_n) \),

\[
q^{\omega(d) \log n - \epsilon_n} \Phi_d^{\omega(d)} < q^{\omega(d) \log n / \delta d}.
\]

Putting the first inequality of (11) back into (9), we get the upper bounds in Theorem 1 and Theorem 13; for \( i = 1 \) or 2,

\[
Q_n^{(i)}(\mathcal{T}_n < q^{\omega(d) \log n / \delta d}) \leq \mathcal{O}(e^{\epsilon_n} n^{1/2} - \epsilon_n).
\]

5. Technical lemmas

In this section we prove a series of technical lemmas. These lemmas will enable us to disregard various exceptional sets whose contribution is negligible. For any polynomial \( f \), let \( \|f\| \) denote its degree. In this section, \( i < j \) does not imply that \( \|p_i\| < \|p_j\| \); it is inconvenient notationally to continue with the convention of Theorem 2.

First we show that only small irreducibles appear with multiplicity larger than one. This will be used in the proof of the lower bound in §6. Let \( \alpha_d(f) \) be the number of monic irreducible factors of degree \( d \), counted with multiplicity, that \( f \) has. Then we have

\[
\alpha_d(f) \leq 1 \quad \text{for all } d \geq 1/\epsilon_n^2.
\]

Proof: Let \( \mathcal{R}_n(f) \) be the number of pairs of monic irreducible polynomials whose product divides \( f \), and which have a common degree larger than \( 1/\epsilon_n^2 \). In other words,

\[
\mathcal{R}_n(f) = \left\{ \{(p_1, p_2) : \|p_1\| = \|p_2\| > 1/\epsilon_n^2 \text{ and } p_1 p_2 \text{ divides } f\} \right\}.
\]

To prove the first part of the lemma for \( i = 1 \), it suffices to prove that \( Q_{n}^{(1)}(\mathcal{R}_n > \delta) \leq \mathcal{O}(e^{\epsilon_n} n^{1/2}) \). To this end, define \( S_n := \{(p_1, p_2) : \|p_1\| = \|p_2\| = m \} \) to be the set of pairs of monic irreducible polynomials of degree \( m \). Then

\[
Q_{n}^{(1)}(\mathcal{R}_n > \delta) \leq \mathcal{E}_{n}^{(1)}(\mathcal{R}_n)
\]

\[
= \sum_{m=\lfloor 1/\epsilon_n^2 \rfloor + 1}^{\lfloor n/2 \rfloor} \sum_{(p_1, p_2) \in S_n} \mathcal{Q}_{n}^{(1)}(\{ f : p_1 p_2 \text{ divides } f \})
\]

\[
= \sum_{m=\lfloor 1/\epsilon_n^2 \rfloor + 1}^{\lfloor n/2 \rfloor} e(m)^2 q^{\omega(m)/2 - 1/x} q^m.
\]

By (6) this is

\[
\sum_{m=\lfloor 1/\epsilon_n^2 \rfloor + 1}^{\lfloor n/2 \rfloor} \mathcal{O} \left( \frac{1}{m^2} \right) = \mathcal{O}(\epsilon_n^2).
\]

Similarly for the second part of the lemma, let \( \beta = \lfloor 1/\epsilon_n^2 \rfloor \). Then

\[
Q_{n}^{(1)}(\mathcal{T}_n > \beta) \leq \sum_{d=2}^{n/2} \mathcal{E}_{n}^{(1)}(\mathcal{T}_n)
\]

\[
= \sum_{d=2}^{n/2} \mathcal{E}_{n}^{(1)}(\mathcal{T}_n)
\]

\[
= \sum_{d=2}^{n/2} \mathcal{E}_{n}^{(1)}(\mathcal{T}_n)
\]

\[
= \sum_{d=2}^{n/2} \mathcal{E}_{n}^{(1)}(\mathcal{T}_n) = \mathcal{O}(\epsilon_n).
\]

By (6), this is \( \mathcal{O}(\epsilon_n) \). For \( d = 1 \),

\[
Q_{n}^{(1)}(\mathcal{R}_n > \beta) \leq \frac{\mathcal{E}_{n}^{(1)}(\mathcal{R}_n)}{\beta} = \mathcal{O} \left( \frac{1}{\beta^2} \right) = \mathcal{O}(\epsilon_n^2).
\]

For \( i = 2 \), we can take care of the "large degrees" using lemma 6 of [17]:

\[
Q_{n}^{(2)}(\alpha_d \leq 1 \text{ for all } d \geq 1/\epsilon_n^2) = 1 + \mathcal{O}(1/\epsilon_n^2).
\]

Then all that remains is to verify that

\[
Q_{n}^{(2)}(\alpha_d \leq 1/\epsilon_n^2 \text{ for all } d \geq 1/\epsilon_n^2) = 1 + \mathcal{O}(1/\epsilon_n^2).
\]
lemma 6 implies that, with probability $1 + o(\epsilon_n)$, we have $w_n = -\epsilon_n$. We therefore get

$$Q_n^{(2)}(y > 1/\epsilon_n^2) < E(Y^2)\epsilon_n^2 = O(\epsilon_n).$$

(The details are omitted. See [24] for very similar computations.) But then

$$Q_n^{(2)}(y > 1/\epsilon_n^2) < E(Y^2)\epsilon_n^2 = o(\epsilon).$$

In the remainder of this section, the only probability measure considered is $Q_n^{(2)}$. In particular, $Q_n^{(1)}$ is the implicit probability measure in the phrase “with probability $1 + o(\epsilon_n)$”, it is clear from Lemma 3 that we will need to estimate the product $\prod_{d} \Phi_n^{w_d}$. For small d’s, we can use the corollary to Theorem 5 to estimate each term in the product. To deal with d’s in the narrow range $(log n)^{1-\epsilon_n} \leq d \leq (log n)^{1+\epsilon_n}/3$, we need

**Lemma 7:** With probability $1 + o(\epsilon_n)$, one has

$$\prod_{d = (log n)^{1-\epsilon_n}}^{(log n)^{1+\epsilon_n}/3} \Phi_n^{w_d} < q(\log n)^{3+2\epsilon_n/3}.$$

**Proof:** Let

$$Y_n(f) := \sum_{d = (log n)^{1-\epsilon_n}}^{(log n)^{1+\epsilon_n}/3} \varphi(d)w_d.$$

By Lemma 4, it suffices to prove that

$$Q_n^{(1)}(Y_n > \frac{1}{2}(log n)^{2+2\epsilon_n}/3) = o(\epsilon_n).$$

For any $y > 0$, $Q_n^{(1)}(Y_n) \geq y \cdot Q_n^{(1)}(Y_n > y)$. In particular, taking $y = \frac{1}{2}(log n)^{2+2\epsilon_n}/3$, we get

$$Q_n^{(1)}(Y_n > \frac{1}{2}(log n)^{2+2\epsilon_n}/3) \leq \frac{E_n^{(1)}(Y_n)}{\frac{1}{2}(log n)^{2+2\epsilon_n}/3}.$$
where the inner sum is over all ordered \( r \)-tuples of irreducible polynomials whose degree is divisible by \( d \). We can easily estimate the inner sum:

\[
\sum_{\substack{\{p_1, p_2, \ldots, p_r\} \\
|\{p_i\}| = d}} Q^{(1)}_n(\{f: p_1 p_2 \cdots p_r \text{ divides } f\})
\]

\[
\leq \sum_{\substack{\{m_1, m_2, \ldots, m_r\} \\
\text{and } m_i \leq n}} (m_1 m_2 \cdots m_r) \left( \frac{q^{n-m_1-m_2-\cdots-m_r}}{q^n} \right) \epsilon(m_1) \epsilon(m_2) \cdots \epsilon(m_r).
\]

By (6), we have \( \epsilon(m_i) \leq q^{m_i}/m_i \). Hence the last sum is

\[
\sum_{\substack{\{m_1, m_2, \ldots, m_r\} \\
\text{and } m_i \leq n}} O \left( \frac{1}{m_1 m_2 \cdots m_r} \right) = O \left( \left( \frac{\log n}{d} \right)^r \right).
\]

But then

\[
E^{(1)}_n(W_n) = \sum_{d=(\log n)^{2+\epsilon/4}}^{(\log n)^{2+\epsilon/2}} \phi(d) \sum_{r \geq 2} \left( \frac{r-1}{r} \right) \left( \frac{\log n}{d} \right)^r \leq \sum_{r \geq 2} \left( \frac{\log n}{r-1} \right) \sum_{d=(\log n)^{2+\epsilon/4}}^{(\log n)^{2+\epsilon/2}} \left( \frac{1}{d^r} \right).
\]

The contribution to this sum from the \( r = 2 \) term is small enough:

\[
(\log n)^2 \sum_{d=(\log n)^{2+\epsilon/4}}^{(\log n)^{2+\epsilon/2}} \frac{1}{d} = O \left( (\log n)^2 \log \log n \right) = o((\log n)^{2+\epsilon/4}).
\]

The remaining terms \( r \geq 3 \) are negligible:

\[
\sum_{r \geq 3} \frac{(\log n)^r}{(r-1)!} \sum_{d=(\log n)^{2+\epsilon/4}}^{(\log n)^{2+\epsilon/2}} \frac{1}{d^{r-1}} = \sum_{r \geq 3} \frac{(\log n)^r}{(r-1)!} \left( \frac{1}{(\log n)^{r-2+\epsilon/4}} \right) = o((\log n)^{2+\epsilon/4}).
\]

Finally, \( E^{(1)}_n(W_n) \) is

\[
E^{(1)}_n(W_n) = \prod_{d=(\log n)^{2+\epsilon/2}}^{(\log n)^{2+\epsilon/2+\epsilon/4}} \Phi_d^\omega = 1.
\]

Finally, in proving the lower bound, we shall need information about the distribution of orders for irreducible polynomials of a given degree. For this we require

**Lemma 10:** Define \( E(d, n) \) to be the number of monic irreducible polynomials that have degree \( d \) and order less than \( q^d/n^d \), where \( \xi = \xi(n) = \lfloor (\log n)^{\epsilon/2} \rfloor \).

Then there is a constant \( c \) such that, for all sufficiently large \( n \), and for all \( d \leq n \),

\[
E(d, n) < \frac{q^{d-c\xi}}{d}.
\]

**Proof:** The order of any irreducible polynomial of degree \( d \) divides \( q^d - 1 \).

Furthermore, for each \( m \) dividing \( q^d - 1 \), the number of monic irreducible polynomials that have order \( m \) and degree \( d \) is at most \( \phi(m)/d \) \([15, \text{page 85}]\).

Finally, \( \phi(m) \leq m \) for all \( m \). Combining all these facts, we get

\[
E(d, n) \leq \sum_{m \leq q^d/n^d} \frac{\phi(m)}{d} \leq \frac{1}{d} \sum_{m \leq q^d/n^d} m.
\]

If \( m \equiv q^d - 1 \) and \( m < q^d/n^d \), then \( k \geq n^d(1 - 1/q^d) \geq \frac{1}{2} n^d \). Thus we have

\[
E(d, n) \leq \frac{1}{d} \sum_{k \geq 2n^d} \frac{q^d - 1}{k} < \frac{q^d}{d} \sum_{k \geq 2n^d} \frac{1}{k}.
\]
Let $P^+(k)$ denote the largest prime factor of $k$. We split the sum as follows:

$$
\frac{q^d}{d} \sum_{k \geq \frac{1}{n^d}} \frac{1}{k} \geq \frac{q^d}{d} \left( \sum_{1}^{\infty} \frac{1}{k} + \sum_{2}^{\infty} \frac{1}{k} \right),
$$

where the sum $\sum_1$ is over all $k$ for which:

(a) $k$ divides $q^d - 1$,
(b) $k \geq \frac{1}{2} n^d$, and
(c) $P^+(k) > n^d$.

(In the second sum $\sum_2$ one has $P^+(k) \leq n^d$.) To estimate $\sum_1$, we further decompose it according to the size of the largest prime factor of $k$. Factoring as $k = p \cdot j$, where $p = P^+(k) \geq n^d$ and $j | q^d - 1$, we get:

$$
\sum_1 \leq \sum_{p \geq \frac{1}{2} n^d} \sum_{J | q^d - 1} \frac{1}{p J}.
$$

Obviously $q^d - 1$ has $O_t(d) = O(n)$ prime factors [8]. We therefore have the crude estimate

$$
\sum_{J | q^d - 1} \frac{1}{p J} = O_t \left( \frac{1}{n^3} \right).
$$

Erdős [8] proved that

$$
\sum_{m | q^d - 1} \frac{1}{m} = O(\log \log q^d).
$$

Thus

$$
\sum_1 \leq O \left( \frac{\log \log q^d}{n^3} \right).
$$

To deal with $\sum_2$, we first define $\Psi(x, y)$ to be the number of positive integers $\leq x$ having prime factors that are all less than or equal to $y$. Then

$$
\sum_2 \leq \sum_{k: q^d > k \geq \frac{1}{2} n^d} \frac{1}{k} \left( \Psi(k, n^d) - \Psi(k - 1, n^d) \right) \leq \sum_{k: k \geq \frac{1}{2} n^d} \frac{\Psi(k, n^d)}{k(k + 1)}.
$$

In particular, with $y = n^d$ and $x = k$, we get

$$
\sum_2 \leq \sum_{k: k \geq \frac{1}{2} n^d} \frac{\Psi(k, n^d)}{k(k + 1)} < q^{-c},
$$

for some constant $c$.

Lower bound

Combining (11) with Lemma 7, Lemma 8, and the corollary to Lemma 9, we now have that, with probability $1 + o(\varepsilon_u)$,

$$
\prod_{d=1}^{\infty} \Phi_{\varepsilon_u}^{(d)} < q^{(\log q)^{2+21n/4}}.
$$

Therefore, by Lemma 3, we have

$$
Q_n^{(1)} \left( T_n > \frac{\tau_1 \cdot \tau_2 \cdots \tau_{\omega}}{q^{(\log q)^{2+21n/4}}} \right) = 1 + o(\varepsilon_u).
$$

In order to use (15), we need to determine how large the $\tau_i$'s are.

Lemma 11: Let $F_\tau := \left\{ \tau_i \geq \frac{\varepsilon_u\varepsilon_1}{n^2} \text{ for all } i \leq \omega \right\}$. Then, for $k = 1$ or 2, $Q_n^{(1)}(F_\tau) = 1 + o(\varepsilon_u)$.

Remark: Intuitively, we expect the $\tau_i$'s to be conditionally independent, given the degree sequence. When coupled with Lemma 10, this should tell us how large the $\tau_i$'s are. This heuristic is not misleading, but it is not strictly true either. In order to provide a rigorous proof, it is necessary to identify various exceptional sets whose contribution is negligible. I have not been able to simplify the proof.

Proof: Let us revert to our notational conventions from Theorem 2: irreducible factors of a polynomial $f$ will be labelled in an order that refines the ordering by degrees. In other words, if $f = \lambda p_1^{d_1} p_2^{d_2} \cdots p_\omega^{d_\omega}$, and $d_i = ||p_i||$, then it is understood that $d_1 \leq d_2 \leq \cdots \leq d_\omega$. With this notational convention, we can define $L := [c \cdots \log n]$, and let

$$
\gamma(f) := \min \{ i : ||p_i|| > L \}.
$$
(For those exceptional polynomials whose irreducible factors' degrees are all less than \( L \), define \( \gamma(f) = \omega(f) \). These form a small set whose probability is negligible [22], [17].) Lemma 6 implies that, with probability \( 1 + o(\epsilon_n) \), one has \( d_i r_i \leq L \) for all \( i < \gamma \). Hence, with \( Q_n^{(k)} \)-probability \( 1 + o(\epsilon_n) \), we have \( q^{d_i r_i}/n^\xi < 1 \) for all \( i < \gamma \). Since the \( \tau_i \)'s are all positive integers, it follows immediately that, with \( Q_n^{(k)} \)-probability \( 1 + o(\epsilon_n) \), we have

\[
(\forall i < \gamma) \quad \tau_i \geq \frac{q^{d_i r_i}}{n^\xi}.
\]

(17)

It is therefore sufficient to prove that, with probability \( 1 + o(\epsilon_n) \), one has \( \tau_i \geq q^{d_i r_i}/n^\xi \) for all \( i \) in the interval \( \gamma(f) \leq i \leq \omega(f) \). Let

\[
F_i := \{ f: \tau_i \geq q^{d_i r_i}/n^\xi \} \quad \text{for all} \quad i \\text{in the interval} \quad \gamma(f) \leq i \leq \omega(f).
\]

By (17), it suffices to prove that \( Q_n^{(k)}(F_i) = 1 + o(\epsilon_n) \).

To this end, define

\[
F_2 := \{ f: \tau_i = 1 \} \quad \text{for} \quad \gamma(f) \leq i \leq \omega(f)
\]

and

\[
F_3 := \{ f: d_i \neq d_j \} \quad \text{for} \quad \gamma(f) \leq i < j \leq \omega(f).
\]

Also, let \( J_3 \) consist of those polynomials in \( U_n \) for which there are at most \( 2 \log n \) distinct irreducible factors of degree larger than \( L \). Finally, let

\[
J_1, \quad J_2, \quad J_3, \quad J_1 \cap J_3,
\]

By Lemma 6 and Theorem 5, we have \( Q_n^{(k)}(J_3) = 1 + o(\epsilon_n) \). Thus we have

\[
Q_n^{(k)}(J_3) = 1 + o(\epsilon_n), \quad k = 1, 2.
\]

This will enable us to restrict our attention to \( F_0 := F_1 \cap F_2 \). Notice that

\[
Q_n^{(k)}(F_0) = Q_n^{(k)}(F_1) + Q_n^{(k)}(F_1 \cap F_2).
\]

Certainly the second term is negligible by (18):

\[
Q_n^{(k)}(F_1 \cap F_2) \leq Q_n^{(k)}(F_2) = o(\epsilon_n).
\]
\[ Q_n^{(k)}(F_0) = \sum_{\alpha \leq \delta} \sum_{\beta \in \mathcal{O}(n, b)} Q_n^{(k)}(A_{\beta})(1 + o(\epsilon_n)) \]

with Lemma 11 at our disposal, we can now prove the lower bound \[ Q_n^{(k)}(F_0) = 1 + o(\epsilon_n). \]

**Theorem 1.** Define \( F_0 := \{ f : \omega \leq 2 \log n \} \cap F. \) By Theorem 5 and Lemma 11, \( \prod_{d \in D_{\omega}} \Phi_d^{w_{\omega}} \geq 1 + o(\epsilon_n). \)

Recall the definition of \( \lambda^v \): \( \lambda^v \) divides \( f \) but \( \lambda^{v+1} \) does not. To deal with \( \lambda^{(2)}(v > 0) \), let \( \mathcal{F}_0 = \{ f : \omega \leq (\log \log n)^2 \} \), and let \( \mathcal{F}_1 = \mathcal{F}_0 \cap F \).

Then \( Q_n^{(k)}(F_0) = 1 + o(\epsilon_n) \), and consequently \( Q_n^{(k)}(F_1) = 1 + o(\epsilon_n) \). But for all \( f \in \mathcal{F}_1 \),

\[ \tau_1 \tau_2 \cdots \tau_\omega \geq \frac{q^{n - (\log \log n)^2}}{n^{2 \log n^2}} \geq q^{n - (\log \log n)^2}. \]

This completes the proof of the lower bound in Theorem 1.

**Theorem 12 ([17]):** There is an absolute constant \( c_0 \) such that, for all positive integers \( \ell \) and \( n \) that satisfy \( c_0 \log n \leq \ell 
  \leq n \), and for all \( B \subseteq \mathbb{N}^{n-1} \),

\[ |Q_n^{(2)}(A_n^{(\ell)} \in B) - Q_n^{(1)}(A_n^{(\ell)} \in B)| < \frac{c_0}{\ell}. \]

**Theorem 12** will be used to prove the following

**Theorem 13:** There is a constant \( N_q \) such that, for all \( n \geq N_q \),

\[ 1 - \epsilon_n \leq Q_n^{(2)}(B_n) \leq 1. \]

In order to prove Theorem 13 directly, without using Theorem 12, if one instead relies on Engstrom's vector space cycle index identity [24]. The ideas would be very similar to those in the proof of Theorem 1, but the computations would be very long and complicated. However, although our proof of Theorem 13 is not completely straightforward, it is significantly shorter than a direct proof.

As noted, the upper bound for \( T_n \) was already proved in section 4. To prove the lower bound, observe that for all \( f \in \mathcal{U}_n \), \( T_n(f) \leq \text{LCM}(T_{\tau_1}, T_{\tau_2}, \ldots, T_{\tau_\omega}). \) Define \( \text{d}(f) \) to be the number of irreducible factors of \( f \) whose degree is (a) divisible by \( \omega \) and (b) larger than \( L \). Let \( w_{\omega}(f) = \max(0, \omega + 1, \Omega_{\omega}(f)). \) Then, as in Lemma 3,

\[ \text{LCM}(T_{\tau_1}, T_{\tau_2}, \ldots, T_{\tau_\omega}) \geq \frac{T_{\tau_1}T_{\tau_2} \cdots T_{\tau_\omega}}{\prod_{d \in D_{\omega}} \Phi_d^{w_{\omega}}} \]

\begin{align*}
1 + \lambda_{\omega}(f) &= \tau_1 \tau_2 \cdots \tau_\omega, \\
\text{if} \quad &Q_n^{(2)}(\prod_{d \in D_{\omega}} \Phi_d^{w_{\omega}} \geq q^{(\log n)^{2^{\log \log n}/4}}), \quad \text{then we certainly also have} \quad T_n(f) \geq q^{(\log n)^{2^{\log \log n}/4}}. \]

By Theorem 12, we have

\[ Q_n^{(2)}(\prod_{d \in D_{\omega}} \Phi_d^{w_{\omega}} \geq q^{(\log n)^{2^{\log \log n}/4}}) = Q_n^{(1)}(\prod_{d \in D_{\omega}} \Phi_d^{w_{\omega}} \geq q^{(\log n)^{2^{\log \log n}/4}}) + o(\epsilon_n). \]

In the other hand, using (14) and the fact that \( w_{\omega} \leq w_{d} \), we get

\[ Q_n^{(1)}(\prod_{d \in D_{\omega}} \Phi_d^{w_{\omega}} \geq q^{(\log n)^{2^{\log \log n}/4}}) \leq Q_n^{(1)}(\prod_{d \in D_{\omega}} \Phi_d^{w_{\omega}} \geq q^{(\log n)^{2^{\log \log n}/4}}) + o(\epsilon_n). \]

It therefore suffices to show that

\[ Q_n^{(2)}(D_{\omega} \geq q^{-(\log n)^{2^{\log \log n}/4}}) = 1 + o(\epsilon_n). \]

By Theorem 5, \( Q_n^{(2)}(\omega \cdot 2 \log n) = o(\epsilon_n). \) This plus Lemma 11 imply that, with \( Q_n^{(2)} \)-probability \( 1 - \epsilon_n \), we have

\[ D_{\omega} \cdot \frac{q^{(\log n)^{2^{\log \log n}/4}}}{n^{2 \log n}} \geq q^{-(\log n)^{2^{\log \log n}/4}}. \]

It is not quite true that the order of a matrix is the order of its characteristic polynomial. However, they differ by no more than a factor of \( n^q \). Hence we can also prove the following
Perhaps the main results in this paper could be strengthened using more sophisticated techniques from probability theory.
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