Reduction of a model of an excitable cell to a one-dimensional map
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Abstract

We use qualitative methods for singularly perturbed systems of differential equations and the principle of averaging to compute the first return map for the dynamics of a slow variable (calcium concentration) in the model of an excitable cell. The bifurcation structure of the system with continuous time endows the map with distinct features: it is a unimodal map with a boundary layer corresponding to the homoclinic bifurcation in the original model. This structure accounts for different periodic and aperiodic regimes and transitions between them. All parameters in the discrete system have biophysical meaning, which allows for precise interpretation of various dynamical patterns. Our results provide analytical explanation for the numerical studies reported previously.
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1. Introduction

Understanding mechanisms for patterns of electrical activity of neural cells (firing patterns) and principles for their selection and control is fundamental for determining how neurons function [10]. After a classical series of papers by Hodgkin and Huxley [18] nonlinear differential equations became the main framework for modeling neurons. The bifurcation theory for nonlinear ordinary differential equations [16,24] provides a powerful suite of tools for analyzing neuronal models. Many such models reside near multiple bifurcations. Consequently, in using bifurcation analysis one often encounters rich and complicated bifurcation structure. Therefore, it is desirable to distinguish the universal features pertinent to a given dynamical behavior from the artifacts peculiar to a particular model. This is important in view of the unavoidable simplifications one makes in the process of modeling such complex systems as neural cells, and under the conditions when many parameters are known approximately. The
goal of the present paper is to describe some general traits of the bifurcation structure of a class of models of bursting neurons. They follow from the generic properties of two-dimensional flows near a homoclinic bifurcation.

We present a method of reduction of a model of an excitable cell to a one-dimensional map. The bifurcation structure of the system with continuous time endows the map with distinct features: it is a unimodal map with a boundary layer corresponding to the homoclinic bifurcation in the original model. The qualitative features of this map account for periodic and aperiodic regimes and transitions between them. Our analytical results are consistent with the numerical results reported in the literature [6,7], which, in turn, reflect many salient features of the experimental data. Our approach in this paper is to describe general features of the bifurcation structure of the problem; we do not pursue the study of the fine structure in the (small) parameter windows of complex and possibly chaotic dynamics.

We believe that more detailed information in these windows in the parameter space can be obtained using our method. We think that the level of detail we achieve gives a comprehensive picture of the bifurcation structure of the problem, while keeping the analysis simple. Our approach retains the biophysical meaning of the parameters in the process of reduction, which allows for precise interpretation of various dynamical patterns.

To illustrate our approach we choose a three-variable model of an excitable cell introduced by Chay [6]. The model in [6] is a unified model for both the neuronal and secretory excitable membranes [8,39–41]. We shall refer to it as the Chay model. It captures many features of a more detailed physiological model of a pancreatic β-cell, the Chay–Keizer model [8]. In addition to providing a mathematical description for a complex and important physiological system (β-cells of the pancreas secrete insulin, a hormone that maintains the glucose blood level within narrow range), it captures several essential features common to many other models of bursting neurons. In this respect, we mention models of pyramidal cells in the neocortex [47,48], thalamic cells [32,37] and those of cells in the pre-Botzinger complex involved in the control of respiration [5]. These models possess similar dynamical mechanisms for bursting, although the ionic bases may be different. Another interesting feature of the Chay model is that it nicely illustrates the mechanism, by which calcium current controls the modes of activity in neural cells. We show that the variation of the maximal conductance of the voltage-dependent calcium current results in the transition from tonic spiking to bursting, as well as in the transitions between various bursting regimes (Fig. 1).

Therefore, our results may be relevant to other models of neural cells involving calcium dynamics.

Bursting oscillations are ubiquitous in the experimental and modeling studies of excitable cells (see [5,8,10,13,14,32,37,39–41,47–49] and references therein). Biological significance and dynamical complexity of bursting oscillations stimulated mathematical investigations of the mechanisms of bursting behaviors [1,3,6,7,9,12–15,17,19,20,30,31,33–35,42,43,45,46,49,51]. Even minimal 3D models of bursting neurons exhibit a variety of periodic and aperiodic regimes under the variation of parameters. In particular, windows of chaotic dynamics were identified in the transitions from tonic spiking to bursting and in between different bursting regimes in a class of models of excitable membranes [1,6,7,9,34]. In [45,46], Terman rigorously showed the existence of chaotic regimes in a three-variable model of a bursting neuron. The analyses in [45,46] used 2D flow-defined maps near a homoclinic connection. Belykh et al. [3] proposed several mechanisms for the onset of bursting using 2D flow-defined maps. Recent studies of the transitions from bursting to continuous spiking in [42,43] showed that such transitions may involve highly nontrivial bifurcation scenarios such as the blue-sky catastrophe and the Lukyanov–Shilnikov bifurcations. Therefore, a comprehensive description of the dynamical phenomena associated with the transitions between different periodic regimes in the models of bursting neurons presents a challenging problem. Our study is motivated by numerical results showing that one-dimensional first return maps constructed for the slow variable account for various periodic and aperiodic regimes in a class of models. This approach was used in [1,6,7,34] to explain the origins of the chaotic dynamics in certain models. One-dimensional maps provide a valuable tool for studying oscillatory dynamics in a variety of biological and physical models (see, e. g., [22,25,26,28,38,44,52]). In the present paper, our goal was to derive the first return map for the dynamics of the slow variable in the Chay model and to study its properties analytically.

Our approach is similar to that used by Rinzel and Troy in their studies of the bursting patterns in a model for the Belousov–Zhabotinsky reaction [35,36]. In [27], we used a similar approach to analyze the bifurcation structure of the family of mixed-mode periodic solutions for a compartmental model of the dopamine neuron. As in [27], the first return map for the Chay model is computed using two functions of cal-
where using the results from the geometric theory for differential equations \cite{21,23} and bifurcation theory \cite{16,24}. For all practical purposes, these functions can be computed numerically. The latter approach may be useful in analyzing higher dimensional models, for which analytical methods may not be available. We also envision that in certain cases these functions can be evaluated directly from the experimental data. We believe that our approach will be useful for understanding mechanisms for firing patterns in a broad class of models.

The outline of the paper is as follows. In Section 2, we describe the Chay model and present numerical examples of the different spiking and bursting patterns generated by the model. Following \cite{34}, we identify the fast and the slow subsystems by separating timescales. Section 3 contains the bifurcation analysis of the two-dimensional fast subsystem. We show that under the variation of the control parameter, the fast subsystem undergoes a supercritical Andronov–Hopf (AH) bifurcation, followed by a saddle-node (SN) bifurcation and a homoclinic (HC) bifurcation. This information is used in Section 4, where we derive a one-dimensional first return map for the slow variable, the concentration of calcium. In Section 5, we analyze the bifurcations in a one-parameter family of the first return maps and relate them to the transitions between different spiking and bursting regimes. Finally, several natural generalizations of our results are given in Section 6.

2. The model

The model in \cite{6} describes the dynamics of the membrane potential, $u(t)$, and calcium concentration, $c(t)$, in a cell with voltage-dependent sodium, potassium, and calcium channels, and calcium-dependent potassium channels:

$$\frac{du}{dt} = g_L \tilde{m}_\infty(v) \tilde{n}_\infty(v) (E_L - u) + g_{KV} u(\tilde{E}_K - v) + \frac{g_{Ca} u}{1 + \rho} (\tilde{E}_C - v) + g_L (\tilde{E}_L - v). \quad (2.1)$$

$$\frac{dn}{dt} = \frac{\tilde{n}_\infty(v) - n}{\gamma(v)}, \quad (2.2)$$

$$\frac{dc}{dt} = \rho \frac{\tilde{m}_\infty(v) \tilde{n}_\infty(v) (E_C - c) - \gamma u}{\gamma(v) + 1}. \quad (2.3)$$

The first equation is the current balance equation, where the first term models effective conductance through the calcium and sodium channels. The activation of the voltage-dependent potassium channels changes according to (2.2). The calcium dynamics is modeled by the last equation. The intracellular calcium concentration, $c(t)$, is scaled by its dissociation constant and is a nondimensional variable. To have a better picture of the timescales associated with Eqs. (2.1)–(2.3), we rescale $v$ and $t$: $\tilde{v} = k_v v$ and $\tilde{t} = k_t t$, where $k_v = 10 \text{ mV}$ and $k_t = 1/230 \text{ s}^{-1}$. Using these changes of variables and by dividing both sides of (2.1) by $g_{KV}$ we obtain the following system of equations:

$$\epsilon \tilde{v} = a \tilde{m}_\infty(v) \tilde{n}_\infty(v) (E_L - \tilde{v}) + n^3 (\tilde{E}_K - \tilde{v}) + \frac{\tilde{K}_u}{1 + \rho} (\tilde{E}_C - \tilde{v}) + \tilde{K}_L (\tilde{E}_L - \tilde{v}), \quad (2.4)$$

$$\tilde{n} = \frac{\tilde{n}_\infty(v) - n}{\gamma(v)}, \quad (2.5)$$

$$\tilde{u} = a \gamma^{-1} \tilde{m}_\infty(v) \tilde{n}_\infty(v) (E_C - \tilde{v}) - \tilde{u}, \quad (2.6)$$

where

$$\epsilon = \frac{(g_{KV} k_v)}{-1}, \quad a = \frac{g_L}{g_{KV}}, \quad l = \frac{g_{KV}}{g_{KV}}, \quad a = \gamma, \quad \gamma = \frac{\gamma}{\delta}, \quad \rho = \frac{\rho}{\delta}, \quad \text{and} \quad \delta = \frac{g_{KV}}{g_{KV}}.$$
Fig. 1. Plots of the time series of $\tilde{v}(\tilde{t})$ for different values of $g_{KC}$ demonstrate several firing patterns generated by (2.1)–(2.3): rhythmic single spiking, doublets, irregular and rhythmic bursting.

For the values of parameters of the original model (2.1)–(2.3) we refer to [6]. In Appendix A, we present the parameter values for the nondimensional model (2.4)–(2.6) and the analytical expressions for the functions $m_\infty$, $h_\infty$, $n_\infty$, and $\tau$. The latter have typical sigmoid forms similar to the corresponding functions in the Hodgkin–Huxley model. In [6], it was shown numerically that by varying $g_{KC}$ in the range $10^{-3}$–$30$ s$^{-1}$, system of equations (2.1)–(2.3) has a variety of periodic and chaotic spiking and bursting solutions (Fig. 1). Following [6], we shall study the bifurcations of the periodic solutions of (2.4)–(2.6), using $\delta$ as a control parameter.

Remark 2.1. It is interesting to note that the coefficients in front of the first two terms on the right-hand side of (2.4) are close to 1, whereas the last two terms have coefficients $\sim 10^{-3}$ to $10^{-2}$. Since the system of equations (2.4)–(2.6) is close to several bifurcations, the smaller terms are significant on the scale set by the distance of the system to the closest bifurcation in the parameter space. Therefore, they cannot be neglected.

System (2.4)–(2.6) is a singularly perturbed system of equations [21,29]. Our analysis uses the disparate timescales of the system dynamics, which are set by the small positive parameters $\alpha$ and $\epsilon$. Specifically, we separate the equations in (2.4)–(2.6) into the fast and slow subsystems. The former is obtained by viewing $\alpha$ in (2.4) and
(2.5) as a parameter, i.e., by formally setting $\alpha = 0$:

$$\epsilon \dot{v} = a m_\infty (v) h_\infty (v) (E_K - v) + n^4 (E_K - v) + l (E_l - v),$$

(2.7)

$$\dot{n} = n_\infty (v) - n \frac{\bar{u}}{u(t)},$$

(2.8)

The remaining equation (2.6) forms the slow subsystem. Below we show that in the range of parameters of interest the fast subsystems generates oscillations in $v$. Therefore, Eq. (2.6) is in the form suitable for application of the method of averaging [4,16]. In Section 4, we derive a map for the change in $u$ after one cycle of oscillations of the fast subsystem:

$$\tilde{u} = P(u),$$

(2.9)

The study of the dynamics and bifurcations in the original system (2.1)–(2.3) is then reduced to the analysis of the one-dimensional map (2.9).

3. Analysis of the fast subsystem

In the present section, we use phase plane techniques to determine the bifurcations in (2.7) and (2.8) under the variation of $\beta$.

The fast subsystem is in turn a singularly perturbed system of two equations. For small $\epsilon > 0$, the dynamics of (2.7) and (2.8) can be deduced using the geometric methods for singularly perturbed systems [21,29]. For 2D systems, such as (2.7) and (2.8), a great deal of information can be obtained from the nullcline configuration in the phase plane. The $v$- (n-nullcline in the phase plane of (2.7) and (2.8) is the set of points where $\dot{v}$ ($\dot{n}$) vanishes. By setting the right-hand sides of the Eqs. (2.7) and (2.8) to zero, we obtain the equations for the nullclines:

$$n^4 = a m_\infty (v) h_\infty (v) (E_K - v) + l (E_l - v) - \beta$$

and

$$n = n_\infty (v),$$

(3.2)

where $\beta$ is defined in (3.1).

In the range of parameters of interest equations in (3.2) define two curves in the $n$–$v$ plane. Note that in $n^4$–$v$ plane the variation of $\beta$ results in a simple translation of the $v$-nullcline in vertical direction. Using this observation, we determine the following sequence of events:

(a) For negative values of $\beta$ near 0, the nullclines intersect at a single point $(v_1(\beta), n_1(\beta))$, $n_1(\beta) = n_\infty (v_1(\beta))$.

Since the point of intersection lies to the right of the point of maximum of the $v$-nullcline (i.e., on the stable branch of the slow manifold of (2.7) and (2.8)), it is a stable fixed point (Fig. 2a).

(b) As $\beta$ increases, the $v$-nullcline moves down and $v_1(\beta)$ moves to the left. After it passes the point of the maximum of the $v$-nullcline, $v_{max}$, there is a supercritical AH bifurcation at $\beta = \beta_{AH}$ (Fig. 2b).

(c) As $\beta$ increases further, the lower knee of the $v$-nullcline touches the $n$-nullcline at $\beta = \beta_{SN}$. This corresponds to a saddle-node (SN) bifurcation. It creates two fixed points: $(v_2(\beta), n_2(\beta))$ and $(v_3(\beta), n_3(\beta))$, where $n_2(\beta) = n_\infty (v_2(\beta))$, $v_2(\beta) > v_3(\beta)$. The former is unstable and is moving to the right for increasing $\beta$ (Fig. 2c).
Fig. 2. The changes in the nullcline configuration for increasing values of $\beta$ reflect the sequence of the bifurcations in the fast subsystem. A supercritical AH bifurcation takes place as the nullcline configuration in (a) changes to that in (b). Plots in (c) and (d) correspond to a SN and a HC bifurcations respectively.

(d) If $\beta$ is increased further, at $\beta = \beta_{HC}$, the unstable fixed point “collides” with the growing periodic orbit born at the AH bifurcation. This results in creation of a homoclinic orbit emanating from $(v_2(\beta_{HC}), n_2(\beta_{HC}))$. Thus, at $\beta = \beta_{HC}$, $\beta_{HC} > \beta_{SN} > \beta_{AH}$, there is a HC bifurcation (Fig. 2d).

(e) For $\beta > \beta_{HC}$, the system becomes excitable with a single attracting fixed point $(v_3(\beta), n_3(\beta))$ and no periodic orbits. The $v$-coordinate of the stable fixed point, $v_3(\beta)$, moves to the left as $\beta$ increases. The value of $v_3(\beta)$ is determined as the smallest root of the equation:

$$n_4^\ell(v) = \frac{a m_3^a(v) n_3(v)(E_l - v) + h(E_l - v)}{v - E_K} - \beta.$$

Therefore, in the range of parameters of interest, there are three bifurcations of the fixed points and periodic orbits in the fast subsystem: AH, SN, and HC bifurcations (Fig. 3).
Fig. 3. The bifurcation diagram for the fast subsystem (2.7) and (2.8). The dotted line corresponds to the minimal values of \(v(t)\) taken on the periodic orbits from the family of solutions born at the AH bifurcation and terminated at the HC bifurcation. The S-shaped curve corresponds to a curve of fixed points. For computational convenience, we used \(u\) as a bifurcation parameter to generate this diagram. Clearly, the diagram does not change qualitatively, if one uses \(\beta\) as a control parameter instead of \(u\), because \(\beta\) is a monotone function of \(u\).

Remark 3.1.

(a) The bifurcation diagram in Fig. 3 was obtained with numerical continuation software XPPAUT [11]. However, the qualitative form of this bifurcation diagram follows from the considerations presented in (a)–(e). Moreover, the values of \(\beta_{AH}\) and \(\beta_{SN}\) can be estimated analytically, using standard methods of the bifurcation theory [16,24]. We do not perform these calculations, because the qualitative information obtained with the phase plane analysis is sufficient for our purposes.

(b) The family of periodic orbits emanating from the AH bifurcation may undergo a saddle-node of limit cycles bifurcation before it limits onto the branch of equilibria. This situation is discussed in Section 6. In the main part of the paper, we assume that the limit cycles retain stability up to the HC bifurcation at \(\beta = \beta_{HC}\).

For construction of map (2.9), we need to review some properties of periodic orbits near a supercritical AH and HC bifurcations. In 2D singularly perturbed systems, such as (2.7) and (2.8), a periodic orbit born at a supercritical AH bifurcation undergoes a canard transition in a neighborhood of the AH bifurcation [23]. This transition is determined by the local vector field near the AH bifurcation point. For sufficiently small \(\epsilon \to 0\), Theorem 3.3 in [23] implies the following properties of the canard cycles:

(C0) For \(\beta > \beta_{AH}\) and close to \(\beta_{AH}\), there is a unique limit cycle \(Z_{\beta}(\epsilon)\), which converges to a singular cycle \(Z_{\beta}\) in Hausdorff metric, as \(\epsilon \to 0\). The shape of \(Z_{\beta}\) is determined by the \(v\)-nullcline (3.2) as shown in Fig. 4a.

(C1) In addition, if the conditions of Theorem 3.4 of [23] are satisfied, the canard cycles \(Z_{\beta}\) are asymptotically stable and their amplitudes grow monotonically with \(\beta\). Here we refer to the condition involving the "way-in–way-out" function (Theorem 3.4 of [23]). This condition can be verified by a straightforward albeit tedious calculation. For all practical purposes, it can be easily checked numerically. Henceforth, we assume that this condition holds for (2.7) and (2.8).

Remark 3.2. Although for the value of \(\epsilon \sim 0.1\), used in the Chay model, the periodic trajectories substantially deviate from those in the singular limit \(\epsilon \to 0\), the qualitative features of the family of periodic orbits are captured by the family of singular trajectories. Alternatively, this family can be described by viewing the fast subsystem as a
perturbed Liénard equation, as was done in [31]. The latter approach yields better quantitative estimates. However, since the qualitative description of the family of periodic orbits using the singular limit \( \epsilon \to 0 \) is simpler and since we are only interested in the qualitative properties of this family of orbits, we use the former approach.

The statements in (C0) and (C1) give us necessary information about \( Z_{\beta} \) for \( \beta \) near \( \beta_{AH} \). On the other hand, for \( \beta \) close to \( \beta_{HC} (\beta < \beta_{HC}) \), the properties of \( Z_{\beta} \) follow from the well-known facts about the HC bifurcation in 2D systems [16,24,50]:

(HC) Let \( s(\beta) \), \( \beta \in (\beta_{AH}, \beta_{HC}) \), denote a split function, which measures the distance between the branches of stable and unstable manifolds emanating from \((v_2(\beta_{HC}), n_2(\beta_{HC}))\) (see [24] for the definition of the split function). We assume that \( s'(\beta_{HC}) = -d \neq 0 \). In addition, \( \Sigma_1 \) and \( \Sigma_2 \) denote two local cross-sections, which are sufficiently close to saddle \((v_2(\beta_{HC}), n_2(\beta_{HC}))\) and are transversal to the unstable and stable manifolds, respectively (see Fig. 4b). Then for \( \beta \to \beta_{HC} - 0 \), the period of the attracting limit cycle \( Z_{\beta} \) grows logarithmically:

\[
T(\beta) = T_0 - \mu \log s(\beta) + \text{higher order terms (h.o.t.)},
\]

where \( T_0 \) is the time of flight from \( \Sigma_1 \) to \( \Sigma_2 \) along the homoclinic orbit (see Fig. 4b), and \( \mu^{-1} > 0 \) is the positive eigenvalue of the matrix of linearization of (2.7) and (2.8) with \( \beta = \beta_{HC} \) about \((v_2(\beta_{HC}), n_2(\beta_{HC}))\).

By plugging in

\[ s(\beta) = d(\beta_{HC} - \beta) + o(\beta_{HC} - \beta) \]

into (3.3) we obtain

\[
T(\beta) = T_0 - \mu \log(d(\beta_{HC} - \beta)) + \text{h.o.t.}
\]

From (C1) and (HC), we conclude that the amplitude of \( Z_{\beta} \) and the period \( T(\beta) \) increase monotonically for \( \beta \in (\beta_{AH}, \beta_{HC}) \).
4. The first return map

Our goal in the present section is to derive a first return map for the dynamics of slow variable $u$, calcium concentration. We denote the first return map by

$$\tilde{u} = P(u) \quad (4.1)$$

and give a precise definition of $P$ below. Map $P(u)$ reflects the changes of the calcium concentration after distinct events in the dynamics of the fast subsystem. Specifically, it shows how each spike within a burst affects the calcium concentration and how the latter changes after the period of quiescence. In the previous section, we identified the bifurcation structure of the fast subsystem and described the qualitative features of the family of periodic orbits, which supports spiking and bursting behaviors of the full 3D model (2.4)–(2.6). In particular, we showed that the period of oscillations $T(\beta)$ is a monotone function tending to $\infty$, as $\beta \to \beta_{HC} - 0$. These properties naturally translate into the qualitative form of the first return map. Our main observation about the structure of $P$ is that its domain of definition can be split into three regions according to the qualitative form of $P$. These are the left-outer region, $I^-$, the inner region, $I^0$, and the right-outer region, $I^+$ (Fig. 5). The form of $P$ in each of these regions reflects the properties of the attractors in the fast subsystem before, near, and past the HC bifurcation. A typical example of $P$ is shown in Fig. 5. An examination of Fig. 5 shows that in the left-outer region, $I^-$, $P$ is close to a linear map with the slope slightly less than 1. The iterations of $P$ in $I^-$ form an increasing sequence, which corresponds to a monotone increase in the calcium concentration during a burst. In the right-outer region, $I^+$, $P$ is approximately constant (see also Remark 5.3b). The value of $P$ in $I^+$ corresponds to the calcium concentration at the end of the quiescent phase. The structure of $P$ in the boundary layer $I^0$ is determined by the properties of the periodic orbits of the fast subsystem near the HC bifurcation. We show that, in $I^0$, $P$ is unimodal with the slope tending to $-\infty$ at the border between $I^0$ and $I^+$. This information about the qualitative form of $P$ will be useful in Section 6, where we study the bifurcations of the fixed point and stable periodic orbits in a family of discrete 1D dynamical systems (4.1). In Section 6, we will also relate the results of the bifurcation analysis for (4.1) to spiking and bursting regimes of the original system of ordinary differential equations (2.4)–(2.6) and to transitions between them.

Fig. 5. Three regions in the domain of definition of $P$: the left-outer region, $I^-$, the inner region, $I^0$, and the right-outer region, $I^+$. 
After these preliminary remarks we proceed with the derivation of the first return map. First, we make our definition of $P$ precise. For this, we need the following auxiliary definitions:

$$u_y = \beta y \delta^{-1}, \quad y \in \{ AH, HC, SN \},$$

$$T(u) = \Pi(\beta), \quad \text{where } \beta = \frac{4u}{1 + u}.$$

In the $n$-$v$ plane we take a local section $\Sigma$, which is transversal to the $v$-nullcline, as shown in Fig. 4b. As before, by $Z_\beta; \beta_{AH} < \beta < \beta_{HC}$ we denote singular canard cycles lying inside the homoclinic orbit. Let $\xi \in (u_{AH}, u_{HC})$ and $(v_0, n_0) = \Sigma \cap Z_\beta$, with $\beta = \delta(1 + \xi)^{-1}$. Next we integrate (2.4)–(2.6) with initial condition $(v_0, n_0, \xi)$. Map $P$ is defined by

$$P(\xi) = u(T(\xi)),$$

where $T(\xi)$ is the time of the first return, i.e.,

$$T(\xi) = \min\{ t > 0 : (v(t), n(t)) \in \Sigma \text{ and } \phi(t) \cdot e_2 < 0 \}, \quad \phi(t) = (\dot{v}(t), \dot{n}(t)), \quad e_2 = (0, 1),$$

and $\cdot$ denotes the scalar multiplication in $\mathbb{R}^2$.

From (2.6) we have

$$P(\xi) = e^{-T(\xi)}\xi + \rho \int_0^{T(\xi)} f(v(s)) e^{\alpha(s-T(\xi))} \, ds,$$

where $\rho = \alpha T^{-1}$ and

$$f(v) = m_\infty(v) h_\infty(v) (E_{Ca} - v).$$

We rewrite (4.3) as

$$P(\xi) = e^{-T(\xi)}\xi + \tilde{\alpha}(\xi) \int_0^{T(\xi)} e^{\alpha(s-T(\xi))} \, ds = e^{-T(\xi)}\xi + (1 - e^{-\tilde{\alpha}(\xi)} )F(\xi),$$

where

$$\tilde{\alpha}(\xi) = \int_0^{T(\xi)} f(v(s)) e^{\alpha(s-T(\xi))} \, ds \quad \text{and} \quad F(\xi) = \frac{\tilde{\alpha}(\xi)}{\gamma}.$$

The structure of map (4.4) is determined by two functions of calcium concentration: the period of oscillations, $T(\xi)$, and the weighted average amount of calcium entering the cell with the voltage-dependent calcium current during one cycle of oscillations scaled by the calcium removal constant, $F(\xi)$.

Note that $F(\xi)$ must be $O(1)$ in the context of this model, because it represents the ratio of the rate of the voltage-dependent calcium current and that of its removal. If one of these quantities is significantly bigger than the other, the calcium dynamics will be trivial.
The inner region \( I^* = [0, u_0] \).

We distinguish the following regions in the domain of definition of \( P \):

(a) **The left-outer region**: 
   
   From (4.3) we have \( \xi = v(s) + O(\alpha^2) \) in the left-outer region, for sufficiently small \( \alpha \) and \( \xi \) and \( T_0(\xi) \) is its period. By plugging in (4.5) and (4.6) into (4.4) and using the Taylor’s expansion for the exponential function, we obtain
   
   \[
   P(\xi) = (1 - aT_0(\xi))e^{aT_0(\xi)} + O(\alpha^2), \quad \xi \in I^*.
   \]
   
   Therefore, in the left-outer region, for sufficiently small \( a \), \( P(\xi) \) is close to a linear map with a positive slope less than 1 (see Fig. 5).

(b) **The inner region**: 
   
   In the inner region, the period of oscillations of the fast subsystem (2.7) and (2.8), \( T_0(\xi) \) grows without bound.

To obtain a uniform approximation of the trajectory of \((v(s), u(t))\) for \( \xi \in I^0 \). We modify the construction of the first return map. In the \( v-u \) plane we use two sections \( \Sigma_1 \) and \( \Sigma_2 \) that divide the periodic orbits of the fast subsystem near the HC bifurcation into two parts (see Fig. 4b):

1. The portion lying outside a neighborhood of the homoclinic point \((v_{HC}, n_{HC})\), where \( v_{HC} = v(\beta_{HC}), n_{HC} = n_0(v_{HC}) \). The time of flight of the phase point of the fast subsystem along this portion of the periodic orbit to leading order does not depend on \( \alpha \) and is approximately equal to \( T_0 \), the time of flight along the corresponding portion of the homoclinic orbit for \( u = u_{HC} \).

2. The remaining part of the periodic orbit lies in a small neighborhood of \((v_{HC}, n_{HC})\).

As before, we define \( P_1 : \mathbb{R} \to \mathbb{R} \) by taking the initial condition \((v_0, n_0, \xi) \) such that \((v_0, n_0) \in Z_0 \cap \Sigma_1 \), \( \beta = k(1 + \xi)^{-1} \) and integrating (2.4)-(2.6) until the projection of the trajectory to the \( v-u \) plane hits \( \Sigma_2 \) at time \( t = T_1(\xi) \). We define \( P_1(\xi) = aT_1(\xi) \). Similarly, we define \( P_2 \) by taking the initial condition whose projection onto \( v-u \) lies in \( \Sigma_2 \) and integrating (2.4)-(2.6) until the projection of the phase trajectory hits \( \Sigma_1 \). Finally, we define \( P = P_2 \circ P_1 \).

\( P_1 \) is computed as in (4.7):

\[
P_1(\xi) = (1 - aT_0(\xi))e^{aT_0(\xi)} + O(\alpha^2), \quad F_0 = \frac{1}{\gamma T_0} \int_{0}^{T_0} f(v(s))e^{\alpha T_0} \, ds.
\]

Let \( \xi_1 = P_1(\xi) \). To compute \( P_2(\xi) \), we rewrite (3.4):

\[
T_0(\xi_1) - T_0 = -\mu \log \left( \frac{\beta_{HC}}{1 + \xi_1} \right) + h.o.t.
\]

From (4.3) we have

\[
P_2(\xi_1) = e^{-\mu(T_0(\xi_1) - T_0)} \xi_1 + \mu \int_{0}^{T_0(\xi_1)} f(v(s))e^{\alpha T_0} \, ds.
\]
Note that, by (4.9),
\[
e^{-\alpha (T(\xi_1) - T_0)} = C(\alpha) \left( \beta_{HC} - \frac{\delta \xi_1}{1 + \xi_1} \right)^{\alpha \mu},
\]
where \( C(\alpha) = d^{\alpha \mu}(1 + o(1)) \to 1 \) as \( \alpha \to 0 \).
(4.11)

By combining (4.10)–(4.12), we obtain
\[
\int_{T_0}^{T(\xi_1)} f(v(s)) e^{-\alpha (s - T(\xi_1))} ds \approx f'(v_{HC}) \int_{T(\xi_1)}^{T_0} e^{-\alpha (s - T(\xi_1))} ds = \alpha^{-1} f(v_{HC}) \left( 1 - C(\alpha) \left( \beta_{HC} - \frac{\delta \xi_1}{1 + \xi_1} \right)^{\alpha \mu} \right) \left( 1 + 1/f_1 \right).
\]
(4.12)

By combining (4.10)–(4.12), we obtain
\[
P_2(\xi_1) = C(\alpha) \left( \beta_{HC} - \frac{\delta \xi_1}{1 + \xi_1} \right)^{\alpha \mu} \left( 1 + 1/f_1 \right)
\]
(4.13)

Note that, by (4.10) and (4.13),
\[
P_2(\xi) = \left\{ \begin{array}{ll}
\xi & \text{as } \xi \to u_0 + 0, \\
F_1 & \text{as } \xi \to u_{HC} - 0.
\end{array} \right.
\]

Therefore, we have continuously extended \( P \) from the left-outer region through the inner region.

Finally, we define the right-outer region for \( \xi > u_{HC} \). For this, we recall that for \( u > u_{HC} \); all trajectories of the fast subsystem (except that starting from the unstable fixed points) converge to a unique attracting equilibrium \((v_3(\beta), n_3(\beta)), \beta = \delta u (1 + u)^{-1} \) (see Statement (e), Section 3). This observation combined with (2.6) yields
\[
\dot{u} = \alpha (y_1 - f(y(u)) - u),
\]
(4.14)

where \( y(u) = v_3(\beta), \beta = \delta u (1 + u)^{-1} \). Using an argument commonly applied in the analysis of bursting [34], one shows that \((v(u), n(u))\) moves close to the stable branch of the fixed points parameterized by \( u \), as \( u \) is slowly decreasing according to (4.14) until it reaches \( u = u_{SN} \). Therefore, we extend the definition of \( P(\xi) \) for \( \xi > u_{HC} \) by
\[
P(\xi) = u_{SN} < u_{HC}.
\]
(4.15)

The last inequality follows from statements (c) and (d) of the previous section.

This completes the description of the first return map \( P \).

5. Bifurcations of the first return map

In the present section, we study the bifurcations of the stable solutions of (2.4)–(2.6) under the variation of \( h \) (or, in terms of the original system (2.1)–(2.3), for varying \( \delta_{KC} \)). The analysis of the previous section reduces this problem to the study of bifurcations in a one-parameter family of maps (4.1). A heuristic examination of \( P \) suggests that there are two main types of attractors of (4.1): a stable fixed point and a superstable cycle (see Fig. 5). Clearly, these two types of attractors of the discrete system correspond to spiking and bursting patterns generated by the original system (2.4)–(2.6).

Our approach in this section is to locate a unique fixed point of \( P \) and to track its position under the variation of \( h \). In particular, we show that for small values of \( h \), the fixed point lies in the left-outer region, where it is necessarily stable, because the slope of the graph of \( P(u) \) in \( f' \) is less than 1. If \( h \) is increased, the fixed point moves into the inner region. By following the fixed point as it moves through the inner region, we detect
the main events in the sequence of bifurcations of the discrete system. The first bifurcation in this sequence is a period-doubling (PD) bifurcation of the fixed point, which gives rise to a two-spike periodic solution (a doublet) of the continuous system (2.4)–(2.6) (see Fig. 1b). For larger values of \( \delta \), there exists a family of superstable cycles of \( P \), which correspond to bursting solutions of the original system. For a piecewise-linear approximation of \( P \), we show that the family of superstable cycles undergoes reverse period-adding bifurcations for increasing values of \( \delta \). This implies the order, in which different bursting solutions appear in the continuous system under the variation of control parameter. Finally, we comment on the possibility of complex dynamics in narrow windows in the parameter space lying between regions of existence of distinct bursting solutions. Therefore, the results of this section provide a comprehensive description of stable periodic solutions of the original system (2.4)–(2.6) and suggest mechanisms for transitions between them.

First, we show that there exists a unique fixed point of \( P \) in the range of parameters of interest and clarify its dependence on the control parameter \( \delta \). From (4.4), we obtain the equation for the fixed points of \( P \):

\[
F(u) = u.
\] (5.1)

It is convenient to rewrite this equation in terms of \( \beta \):

\[
\mathcal{F}(\beta) = \frac{\beta}{\delta - \beta}, \quad \text{where} \quad \mathcal{F}(\beta) \equiv F \left( \frac{\beta}{\delta - \beta} \right).
\] (5.2)

As shown in Appendix B, function \( \mathcal{F}(\beta) \) has the following properties:

(a) \( \mathcal{F}(\beta) \) is a decreasing continuous function on \([0, \beta_{HC}]\) with \( \mathcal{F}(\beta_{HC} - 0) = F_1 \),

(b) \( \mathcal{F}(\beta_{HC} - 0) = -\infty \).

In the remainder of this section, we will need the following definitions:

\[
\beta_0 : \quad \mathcal{F}(\beta_0) = T_0, \quad \delta_0 : \quad \frac{\beta_0}{\delta_0 - \beta_0} = \mathcal{F}(\beta_0), \quad \text{i.e.,} \quad \delta_0 = \beta_0(1 + \mathcal{F}(\beta_0)^{-1}),
\] (5.3)

\[
\bar{\delta} : \quad \frac{\beta_{HC}}{\delta_{HC}} = \mathcal{F}(\beta_{HC}), \quad \text{i.e.,} \quad \bar{\delta} = \beta_{HC}(1 + \mathcal{F}(\beta_{HC})^{-1})
\] (5.4)

(see Fig. 6).
5.1. The fixed point of $P$: regular spiking

Using monotonicity of functions on the both sides of (5.2), we conclude that (5.2) has a unique solution on $[0, \beta_{HC}]$ provided

$$F(\beta_{HC}) \leq \beta_{HC} - \beta_{HC} \delta$$

or

$$F(u_{HC}) \leq u_{HC}.$$  \hspace{1cm} (5.5)

This implies that there is a unique solution $\bar{\beta}(\delta)$ of (5.2) for $0 \leq \delta \leq \bar{\delta}$. $\bar{\beta}(\delta)$ is a continuous increasing function on $[0, \bar{\delta}]$ and $\bar{\beta}(\delta) \to \beta_{HC}$ as $\delta \to 0$. Therefore, for $\delta \in [0, \bar{\delta}]$, $P$ has a unique fixed point $\bar{u}(\delta) \in [0, u_{HC}]$. Moreover, for $\delta \in [0, \delta_0]$ the fixed point lies in the left-outer region. It is easy to see that $\bar{u}(\delta)$ is attracting in this case.

**Remark 5.1.** Inequality (5.5) gives a sufficient condition for the oscillatory activity (both spiking and bursting) in (2.4)-(2.6). It has a simple biophysical interpretation: (5.5) requires that the voltage-dependent calcium current is dominated by the removal of calcium when calcium concentration is kept constant at $u = u_{HC}$.

5.2. The period-doubling bifurcation: firing in doublets

As $\delta$ is increased from $\delta_0$ to $\delta$, the fixed point moves through the inner region. Below we show that it loses stability through a PD bifurcation at a certain value of control parameter $\delta = \delta_{PD} \in (\delta_0, \bar{\delta})$ (Fig. 7). In terms of periodic solutions of continuous system (2.4)-(2.6), the PD bifurcation corresponds to the birth of a doublet, a two-spike periodic solution (see Fig. 1b).

By differentiating (4.4), we have

$$P'(u) = aT(u) e^{-aT(u)} (F(u) - u) + e^{-aT(u)} F'(u)(1 - e^{-aT(u)}).$$

To locate the PD bifurcation of $\bar{u}(\delta)$, we set the derivative of $P$ at $\bar{u}(\delta)$ to $-1$:

$$P'(\bar{u}(\delta)) = e^{-aT(\delta)} + F'(\bar{u}(\delta))(1 - e^{-aT(\delta)}) = -1.$$ \hspace{1cm} (5.6)

In the equation above, we used (5.1) to simplify the expression for $P'(\delta)$. Next, we show that (5.6) has a solution in $(\delta_0, \bar{\delta})$. For this, we note that for $\delta$ varying from $\delta_0$ to $\bar{\delta}$, the fixed point $\bar{u}(\delta)$ moves from $u_0$ to $u_{HC}$. 

---

*Fig. 7. The plots of $P$ for two values of $\delta$: $\delta_1 < \delta_2$. Plots in (a) and (b) show the fixed point of $P$ before and after the PD bifurcation.*
In addition,
\[ P'(\bar{u}(\bar{\delta})) = P'(u_0) = e^{-\mu T_0} + F'(u_0)(1 - e^{-\mu T_0}) = 1 - aT_0 + aF'(u_0)T_0 + O(\epsilon^2) = 1 + O(\epsilon) > -1. \]  
(5.7)

On the other hand, as \( \bar{\delta} \to \bar{\delta} - 0 \), \( \bar{u}(\bar{\delta}) \to u_{\text{HC}} - 0 \). By taking \( \bar{\delta} \to \bar{\delta} - 0 \) in the expression of \( P'(\bar{u}(\bar{\delta})) \) in (5.6), we obtain
\[ P'(\bar{u}(\bar{\delta} - 0)) = P'(u_{\text{HC}} - 0) = -\infty < -1, \]
(5.8)

because \( \lim_{u \to u_{\text{HC}} - 0} e^{-\mu T_0} = 0 \) and \( \lim_{u \to u_{\text{HC}} - 0} F'(u) = -\infty \). By combining (5.6)-(5.8), we conclude that (5.6) has a solution on \((\delta_0, \bar{\delta})\). We denote the smallest solution of (5.6) on \((\delta_0, \bar{\delta})\) by \( \delta_{PD} \). Therefore, \( \bar{u}(\bar{\delta}) \) is attracting for \( \delta \in (0, \delta_{PD}) \), \( \delta_{PD} < \bar{\delta} \), and it undergoes a PD bifurcation at \( \delta = \delta_{PD} \). The attracting period 2 cycle born at the PD bifurcation corresponds to a double solution of the original model (2.4)-(2.6) (Fig. 1b).

5.3. Superstable cycles of \( P \): bursting

In the present section, we show that for sufficiently large \( \delta \in (\delta_0, \bar{\delta}) \), the first return map \( P \) has a family of superstable cycles, which correspond to bursting periodic solutions of continuous system (2.4)-(2.6). By studying the bifurcations of the cycles of discrete system we establish the order, in which the bursting patterns appear in continuous system (2.4)-(2.6) for increasing values of control parameter.

Bursting is generated by the first return maps whose iterations revisit the right outer region, \( I^+ \). By regular (periodic) bursting we refer to superstable cycles of \( P \) of the form:
\[ S_q = \{ x \in I^+, i = 1, 2, \ldots, q + 1 : x_1 = P(u_{\text{HC}}), x_q > u_{\text{HC}}, x_{q+1} = P(x_j), j = 1, 2, \ldots, q - 1 \}. \]

A necessary and sufficient condition for regular bursting is given by
\[ \exists \delta \in \mathbb{Z}^+ : P^k(u_{\text{HC}}) \in J_1, \]
where \( J_1 = \{ u : P(u) > u_{\text{HC}} \} \). We shall use the following observation:

(B) There exists \( \delta_0 \in (0, \bar{\delta}) \) such that \( \max_{u \in [0, u_{\text{HC}}]} P(u) > u_{\text{HC}} \) for \( \delta \in (\delta_0, \bar{\delta}) \).

Indeed, as we showed in Section 5.1, the fixed point of \( P, \bar{u}(\bar{\delta}) \to u_{\text{HC}} \) as \( \bar{\delta} \to \bar{\delta} - 0 \). On the other hand, by (5.8), \( P'(\bar{u}(\bar{\delta} - 0)) < -1 \). Therefore, statement in (B) holds.

From (B) we conclude that \( J_1 \neq 0 \) for \( \delta \in (\delta_0, \bar{\delta}) \). We decompose the inner region, \( P^0 \), into three closed intervals:
\[ P^0 = J_0 \cup J_1 \cup J_2, \quad i \neq j, \quad J_i \cap J_j = \emptyset, \quad i, j \in \{ 0, 1, 2 \}, \]
where open interval \( J_0(J_2) \) lies to the left (right) of \( J_1 \). Note that the remarks following (B) imply that the size of \( J_2 \) tends to zero as \( \delta \to \bar{\delta} - 0 \) (compare Fig. 8a and b). Henceforth, we shall assume that \( \delta \in (\delta_0, \bar{\delta}) \) is sufficiently close to \( \bar{\delta} \) so that the size of \( J_2 \) is sufficiently small. Our numerical results suggest that these assumptions hold for the most part of the interval in \( \delta (u_{\text{HC}}) \) corresponding to bursting behavior in the Chay model (see Fig. 8b).

Furthermore, the numerics gives a clear evidence that on \( P^0 \cup J_0 \), \( P \) can be approximated well by a linear function. For such approximation, we choose
\[ P_0(u) = Au + aT_0, \quad \text{where} \quad A = 1 - aT_0. \]  
(5.9)
Remark 5.2. Note that we only need that $P_l$ be close to $P$ on $I^- \cup J_0$, because on $J_1$ the definition of $P_l$ is irrelevant, as long as $\bar{P}(u) > u_{HC}$, and $J_2$ is very small. It can be shown that on $I^+$, $P$ and $P_l$ are $O(\alpha)$ close in $C^1$-metric (see (4.7)). This statement can be extended to $J_0$ provided that $J_0$ lies sufficiently far away for $u_{HC}$.

We extend the definition of $P_l$ to the rest of the inner region:

$$P_l(u) = \begin{cases} A u + \alpha T_0 F_0, & I^- \cup I^0, \\ u_{SN}, & I^+. \end{cases}$$

(5.10)

With the assumptions that we made earlier, we reduce the study of the superstable cycles of $P$ to those of $P_l$. For sufficiently small $\alpha > 0$, the implicit function theorem implies the existence of a superstable cycle $S_q$ of $P$ whenever $P_l$ has a superstable cycle $\tilde{S}_q$ bounded away from $J_2$.

To study the superstable cycles of $P_l$ we note that

$$P^k(u_{SN}) = A^k u_{SN} + \alpha T_0 F_0 (A^{k-1} + A^{k-2} + \cdots + 1) = (1 - k\alpha T_0) u_{SN} + k\alpha T_0 F_0 + O(\alpha^2).$$

(5.11)
Therefore, the region of existence of a superstable cycle $\tilde{S}_k$ of $P_l$ is given by $\delta_k \leq \delta < \delta_{k-1}$, where
\begin{equation}
\delta_k = P_l^k(\text{ass}) = u_{HC} \quad \text{for} \quad \delta = \delta_k. \tag{5.12}
\end{equation}
Using (4.2) and (5.11), we rewrite (5.12) as follows:
\begin{equation}
(1 - k\alpha T_0) \frac{\beta_{SN}}{\delta_k - \beta_{SN}} + k\alpha T_0 F_0 = \frac{\beta_{HC}}{\delta_k - \beta_{HC}} + \mathcal{O}(\epsilon). \tag{5.13}
\end{equation}
From (5.13) we obtain
\begin{equation}
\delta_k = \beta_{SN}(1 + F_0) + \frac{\beta_{HC} - \beta_{SN}}{\alpha T_0} \frac{\delta_k}{\delta_k - \beta_{HC}} + \mathcal{O}(\epsilon). \tag{5.14}
\end{equation}
By taking into account that $\delta \in (0.01, 0.02)$ and $\beta_{HC} \approx 2.03 \times 10^{-3}$, we approximate
\begin{equation}
\frac{\delta_k}{\delta_k - \beta_{HC}} \approx 1
\end{equation}
and obtain
\begin{equation}
\delta_k \approx \beta_{SN}(1 + F_0) + \frac{\beta_{HC} - \beta_{SN}}{\alpha T_0}. \tag{5.15}
\end{equation}
The last expression implies that the family superstable cycles of the piecewise-linear map $P_l$ undergoes reverse period-adding bifurcations as $\delta \in (\delta_0, \delta)$ increases. From this we conclude that the superstable of $P$ will undergo reverse period-adding bifurcations as well. Therefore, the number of spikes within one burst in the stable periodic bursting solutions appearing for increasing values of $\delta$ will decrease by 1 (see Fig. 8). Moreover, it is clear from the geometry of $P$, that prior to disappearance of a superstable cycle, one of its points approaches $J_2$, where the slope of $P$ is negative and large in absolute value (see Fig. 9b and c). This implies that such superstable cycle will undergo a period-doubling bifurcation. As $\delta$ is increased further and while the branch of $P$ with a steep negative slope is involved in the dynamics, one expects complex and possibly chaotic dynamics. However, the size of the windows of the control parameter, in which the complex dynamics takes place is of the same order as the size of $J_2$, i.e., is very small.

Remark 5.3.
(a) Note that the positive eigenvalue of the matrix of linearization of (2.7) and (2.8) about $(v_{HC}, n_{HC})$ with $\delta u/(1 + u) = \beta_{HC}, \mu^{-1} \sim \epsilon^{-1}$. By taking $\epsilon \to 0$ in (4.13), we find that $P_2$ approaches a linear function on $I_0/[u_{HC}]$. Therefore, the boundary layer shrinks to a point as $\epsilon \to 0$, and the piecewise-linear approximation of $P$ is more accurate for smaller $\epsilon > 0$.

(b) In Section 3, we argued that in the right-outer region (ROR) $P$ can be approximated by a constant function: $P(\mathcal{C}) = u_{HC}$. This statement holds in a singular limit $\epsilon \to 0$. For small positive values of $\epsilon$, the graph of $P$ over ROR will have a small negative slope. While this deviation of $P$ from a constant map in the ROR has a small (perturbative) effect on the regions of existence of superstable cycles of $P$, corresponding to periodic bursting, it becomes important for analyzing irregular bursting. Indeed, if $P$ is constant in ROR then once the phase point has visited the ROR twice it belongs to a superstable periodic cycle corresponding to periodic bursting. This rules out chaotic bursting. However, if in ROR $P$ deviates from constant function by an arbitrarily small amount, chaotic bursting is possible.

In conclusion, we mention that the bifurcation scenario described in the present section is consistent with the numerical and analytical results showing that chaotic regimes are present in the Chay model between windows of continuous spiking and bursting and between distinct periodic bursting regimes [1, 6, 7, 9, 45, 46].
6. Discussion

The method of the present paper can be extended to analyze other models of bursting cells. In the this section, we discuss several generic situations closely related to the Chay model. There are four codimension-one bifurcations leading to the disappearance of a stable limit cycle [15,16]:

- (HC) a homoclinic bifurcation,
- (SNIC) a saddle-node on an invariant circle bifurcation,
- (SNLC) a saddle-node of limit cycles bifurcation,
- (AH) an Andronov–Hopf bifurcation.

Therefore, there are four (groups of) scenarios for the transition from the fast oscillations to the slow motion in the dynamics of the fast–slow bursting [15,20]. Here we assume that the transition from the slow motion along the branch of equilibria to the fast oscillations is realized through a SN bifurcation. In the first two scenarios, the period of oscillations grows without bound, and it remains finite in the last two ones. The first case of a HC bifurcation...
was treated in the previous sections. Here we discuss the remaining cases. Our goal is to indicate the common
features and to highlight the differences from the analyses in the previous sections, rather than to give an exhaustive
description.

6.1. Saddle-node on an invariant circle

Suppose that the stable oscillations in the fast subsystem terminate through a SNIC bifurcation at
\( \beta = \beta_{\text{SNIC}} \).
The normal form for a SNIC bifurcation [24] implies that near the bifurcation the leading term in the asymptotic
expansion for the period of oscillations is given by
\[
T(\beta) \approx T_0 + \frac{C}{\sqrt{\beta - \beta_{\text{SNIC}}}},
\]
(6.1)
where
\[
C = \frac{\pi}{\sqrt{\text{ad}}, a} \left| \frac{\partial^2 N(v, n_\infty(v), \beta_{\text{SNIC}})}{\partial v^2} \right|_{v=\text{SNIC}},
\]
and \( N(v, n_\infty(v), \beta) \) denotes the right-hand side of the equation for the membrane potential (2.7) and (3.1). As
\( \beta \to \beta_{\text{SNIC}} - 0 \), the period of oscillations of the fast subsystem tends to infinity. This results in the layered
structure of \( P \). In the left-outer region, \( P \) is given by (4.7). In the inner region, \( P_1 \) is approximated by (4.8). For \( P_2 \), we have
\[
P_2(\zeta) = \exp \left( -\frac{C}{\sqrt{\text{ad}}} (\zeta - F_1) \right) \left( \zeta - F_1 \right), \quad \text{where } \phi(\zeta) = \frac{\delta C}{1 + \zeta},
\]
(6.2)
By plugging in (6.1) into (B.4), we find that \( T(\beta) \) is a decreasing continuous function in the vicinity of \( \beta_{\text{SNIC}} \)
(\( \beta < \beta_{\text{SNIC}} \)) and \( T(\beta_{\text{SNIC}} - 0) = F_1 \). However, in contrast to the case of homoclinic bifurcation, in the present
case, we have
\[
\phi'(\beta_{\text{SNIC}} - 0) = 0.
\]
(6.3)
The analyses for the fixed point of \( P \) (Sections 5.1 and 5.2) can be carried out for the case of SNIC with minor
modifications. As to the bursting behavior, (6.3) implies that the size of the boundary layer (the part of the inner
region where \( P \) substantially deviates from its piecewise-linear approximation) in the present case is bigger than in
the case of homoclinic bifurcation. Therefore, we expect larger windows in the parameter space corresponding to
irregular behavior.

6.2. Saddle-node of limit cycles

If the fast oscillations in the bursting system terminate through a SNLC bifurcation, the period of oscillations
remains finite. This implies that for sufficiently small \( \alpha > 0 \), the inner region is absent in the description of the
first return map \( P \) (see Fig. 10). Therefore, \( P \) is close to a piecewise-linear map. Under the variation of the control
parameter, the superstable cycles of \( P \) exhibit reverse period-adding bifurcations as was shown in Section 5.3.

Remark 6.1.

(a) The branch of unstable periodic orbits appearing from the SNLC bifurcation may limit onto the branch of
equilibria creating a homoclinic bifurcation (see Fig. 10). The latter may affect the stable periodic orbits
participating in bursting causing a substantial increase in the period of oscillations. Thus, if SNLC and HC
bifurcations are not sufficiently separated, the qualitative form of the first return map will be close to that described in the previous sections.

(b) In general, function $F(u)$ in (4.4) may not be monotone as we found for the Chay model. The convexity of $F(u)$ may result in additional fixed points in the left-outer region, thus, adding new features to the bifurcation structure of the problem. In particular, the blue-sky catastrophe in the model of a bursting neuron in [42] is consistent with the SN of equilibrium bifurcation in the left-outer region of the first return map.

6.3. Andronov–Hopf bifurcation

As in the case of the SNLC, at the AH bifurcation the period remains finite. Therefore, the remarks made for the case of SNLC above apply to the present case. We note that in this case, the analysis should take into account a possible delay in transition to the branch of slow motion due to the smallness of $\alpha$ [2].
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Appendix A. Parameter values

The values of the parameters for the nondimensional model (2.4)–(2.6) are given in Table A.1. The steady state functions for the gating variables are given by

$$y_\infty = \frac{\alpha_y}{\alpha_y + \beta_y}, \quad y \in \{m, n, h\},$$

where

$$\alpha_m = (2.5 + v)(1 - e^{-(v+1.5)})^{-1}, \quad \beta_m = 4e^{-(v+3)/1.8}, \quad \alpha_n = 0.07 e^{-(v+3)/2}, \quad \beta_n = 0.125 e^{-(v+3)/8},$$

$$\alpha_h = 0.1(2 + v)(1 - e^{-(v+2)}), \quad \beta_h = 0.125 e^{-(v+3)/8}.$$
Table A.1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1$</td>
<td>10</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>0.1353</td>
</tr>
<tr>
<td>$E_K$</td>
<td>$1.833 \times 10^{-2}$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>1.669</td>
</tr>
<tr>
<td>$i_0$</td>
<td>0.00, 0.02</td>
</tr>
<tr>
<td>$E_{ca}$</td>
<td>10</td>
</tr>
<tr>
<td>$k_c$</td>
<td>4.12 $\times 10^{-3}$</td>
</tr>
<tr>
<td>$E_0$</td>
<td>$1.059 \times 10^{-2}$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>1.174 $\times 10^{-2}$</td>
</tr>
<tr>
<td>$k_t$</td>
<td>1/230</td>
</tr>
</tbody>
</table>

The time constant of the activation of the voltage-dependent $K^+$ channel is given by

$$\tau = (\alpha_n + \beta_n)^{-1}.$$ 

Appendix B. Properties of $\mathcal{F}(\beta)$

To show that $\mathcal{F}(\beta)$ has the properties listed in the beginning of Section 5, we use (4.4) to rewrite the definition of $\mathcal{F}(\beta)$:

$$\mathcal{F}(\beta) \equiv F\left(\frac{\beta}{2-h}\right) = \frac{1}{\gamma} \int_0^{\gamma T(\beta)} f(v(s)) e^{\beta(\alpha - T(\beta))} \, ds = \frac{1}{\gamma} \int_0^{\gamma T(\beta)} f(v(s)) e^{\beta(\alpha - T(\beta))} \, ds \cdot \frac{1}{1 - e^{-\alpha T(\beta)}}. \quad (B.1)$$

We split the integral in the nominator into two integrals over $[0, T_0]$ and $[T_0, T(\beta)]$ and use (3.4) to obtain

$$\frac{1}{\gamma} \int_0^{T(\beta)} f(v(s)) e^{\beta(\alpha - T(\beta))} \, ds = \frac{1}{\gamma} \int_0^{T_0} f(v(s)) e^{\beta(\alpha - T(\beta))} \, ds + \frac{1}{\gamma} \int_{T_0}^{T(\beta)} f(v(s)) e^{\beta(\alpha - T(\beta))} \, ds \approx F_0 T_0 e^{-\alpha T(\beta) - T_0} \quad (B.2)$$

$$+ \alpha^{-1} F_0 (1 - e^{-\alpha T(\beta) - T_0}), \quad (B.3)$$

where $F_0$ and $F_1$ are defined in (4.8) and (4.13), respectively. Thus,

$$\mathcal{F}(\beta) = \alpha T(\beta) e^{-\alpha T(\beta) - T_0} \left( F_1 - F_0 + O(\alpha) T_0 \right) \frac{1}{1 - e^{-\alpha T(\beta)}} + \text{h.o.t.} \quad (B.4)$$

By differentiating $\mathcal{F}$, we find the leading order term in the expansion of $\mathcal{F}(\beta)$ for $\beta \rightarrow \beta_{HC} - 0$:

$$\mathcal{F}(\beta) = \alpha^2 T'(\beta) e^{-\alpha T(\beta) - T_0} \left( F_1 - F_0 + O(\alpha) T_0 \right) \frac{1}{(1 - e^{-\alpha T(\beta)})^2} + \text{h.o.t.} \quad (B.5)$$

By combining (B.5) and (3.4), we arrive at

$$\mathcal{F}(\beta) = \alpha^2 T'(\beta) \left( F_1 - F_0 + O(\alpha) T_0 \right) \frac{1}{(1 - e^{-\alpha T(\beta)})^2} + \text{h.o.t.} \quad (B.6)$$
The asymptotic formulas (B.4)–(B.6) and Statement (C1) of Section 3 imply the properties of $F(\beta)$ stated in Section 5.
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